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[Mpeaucnosue
K TpeTbeMy U3AAHUI0

Co BpeMeHM IyOGIMKaIMY BTOPOTO U3gauust 3Toit Kuuru B 2017 rogy MHOTOE
u3MeHMsI0Ch B mupe Ansible 1 Python, Bk/rouast BbIxo HeCKOJbKMX HOBBIX
Bepcuii. Hemasno n3MeHeHMiT MPOM30IIJIO U 3a TIpeiesiaMi IPoeKTa: Halpu-
Mep, Red Hat, kommaHusi-ocHOBaTeIbHMIIA ITpoeKTa Ansible, 6p11a KyIieHa
Kopropanueit IBM. OnHako 3TO HMKaK He TTOBJIMSIIO He MpoeKT Ansible: oH
BCe TaK ke MPO/I0J/IKaeT Pa3BMBATHCS U ITPUBJIEKATh HOBBIX 0JIb30BaTeIelA.
Pa3BuTie 06/1aUHBIX U KOHTEHEPHBIX TEXHOJIOTUI TOKE 3HAUUTEIbHO T0-
BJIMSUIO HA OOLIMiA TaHamadT.

MbI BHEC/IM MHOXXECTBO M3MeHEeHMi1 B 3TO usmaHue. Hambosee cyiecT-
BeHHOe — Jo6aB/ieHNe IIeCTV HOBBIX IVIaB, OXBAThIBAIOIINX KOHTETHEPHI,
Molecule, komnekuyu Ansible, cosmanne 06pa3oB, MOAAEPIKKY 06IaUHO VH-
dpacTpykrypbl 1 CI/CD. Mbl Takske 0OHOBU/IM U TOTIOJIHUIN IPYTHE TJIaBbl,
yaenuB 6oJbllle BHMMAaHUS MepeqoBbIM IIpyeMaM pa3paboTKyM IPorpamMM-
HOro obecrieueHust 1 GpeiiMBOpKaM TECTUPOBAHMSI, TIOMOTAIONIMM ITPOBe-
PUTb KO, U TIPUIATh AOTIOJHUTEIbHYI0 YBEPEHHOCTh B HeM. Mbl OOHOBMIIA
BCe IIpMUMepbl KoAa IJjisi COBMECTMMOCTH C TocieiHeil Bepcueit Ansible, a
TaKKe BCe CBeJleHMsI, UTO CBsI3aHbl ¢ Python. MblI mocTapainch OTpasuTh Bce
BaKHbIE M3MEHEeHMS, Tpou3olienune B mepmuon mexny 2017 n 2022 romamn.
Mb1 Moriu 6b1 TPOIOJIKATh M JAjIbIlle, HO He OyieM 3TOro [IejaTh, II0TOMY
YTO Bbl CAMU, IOT'PY3UBILNCH B KHUTY, CMOXKeTe YBUAeTh, HACKOIbKO JaJIeKO
nponBuHyscs Ansible.

Ob6o3HayeHus u coenauieHus,
npuHamesle e 3moii KHuz2e

B kHure IL@ZCTBYIOT cienyromye TI/Il'IOI‘pad)CKI/[e coryiareHusd.

Kypcus

Vcrionb3yeTcs /11 0603HaUeHNST HOBBIX TEPMIWHOB, MMeH (GaliyioB U UX
paclIMpeHniA.

MOHOWWPUHHBIA WPUPHT

Vcnonb3yeTcst mjisi opopMIeHNsT JIMCTUHTOB ITPOTpaMM, a Takke B
OOBIYHOM TeKCTe i 0003HAUeHMsT JIEMEeHTOB MMPOrpaMMbl, TaKUX
KaK MMeHa IepeMeHHbIX M QyHKINIA, 623 JaHHBIX, TUTIOB TaHHbIX,
riepeMeHHbIX OKPYKeHMsI, MHCTPYKLMI U KITI0UEBbIX CJIOB.
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MOHOWMPWHHLIA MONYXKUPHbIA WPUOT
Wcmonb3yeTcs OJis1 BblaeneHUsl KOMaH M IPYroro TeKCTa, KOTOPbI
IOJKEeH ObITh HAOpaH CaMMM IT0JIb30BaTeJIeM.

MoHOWUpUHHBIU Kypcus

MCHOHBSYGTCH OJId BbIOEJIeHWMs TeKCTa, KOTOprf;I HY>)KHO 3aMEHUTb
JAaHHBbIMI I10/Ib30BaTe/Id WM 3HAYEHMAMM, OIIpede/IsseMbIMU KOH-
TEKCTOM.

Tak 0603HavatoTCA npnuMeYvYaHuAa obuwero XapakTtepa.

Tak 0603HaYakTCS NPeaynpeXneHUs U NPeaOCTEPEXEHMUS.

CkayueaHue ucxo0Ho20 Koda hpumMepos

CkauaTb (daiibl ¢ JOMOTHUTEIbHOM MHGbOpMalLMeil sk KHUT U31aTelbCTBa
«IMK TTpecc» MOKHO Ha caiiTe www.dmkpress.com IV www.amMK.pd Ha CTpaHULIE C
OIMCaHMeM COOTBETCTBYIOIIE KHUTH.

MbI BBICOKO IIEHMM, XOTSI U He TpeOyeM, CChUTKM Ha Halllu M3JaHus. B ccbui-
Ke OOBIYHO YKa3bIBAIOTCSI MMS aBTOpa, Ha3BaHMEe KHUTU, U3IATETbCTBO U
ISBN, nanpumep: «Meitiep b., Xoxwimetin JI., Mo3ep P. 3amryckaeM Ansible. M.:
O'Reilly; IMK Ilpecc, 2023. Copyright © 2023 O'Reilly Media, Inc., 978-1-
098-10915-8 (anri.), 978-5-97060-513-4 (pyc.)».

Ecnu BbI nosaraeTte, 4To IJIaHMpPyeMoOe MUCITOb30BaHMe KO/ia BbIXOOUT 3a
pPaMKM M3JIOKEHHOJ BbIIIE JIUIIEH3UM, ITOKaIyIiCTa, 00paTUTECh K HAM TI0
azmpecy dmkpress@gmail.com.

Cnucok oneyamok

XOTs1 MbI IPUHSITU BCE BO3MOXKHbBIE MePbI, IS TOTO YTOOBI YIOCTOBEPUTHCS
B KaueCTBe HaIIMX TEKCTOB, OLUIMOKM BCe paBHO Cay4aioTcs. Eciu Bbl Haii-
neTe OUIMOKY B OJHOM U3 HAIIUX KHUT — BO3MOXKHO, OIIMOKY B TEKCTe WK B
KOJie, — MbI OyieM OueHb 61aroJapHbl, eI BbI COOOIINTE HaM o Heil. CrenaB
9TO, BbI U30aBUTE APYTUX UUTATEJIEI OT PACCTPOICTB 1 IIOMOKeTe HaM yIyd-
UTH NTOCIeNYIOLIe BepCUU 3TOI KHUTU.

Ecn BbI HalizieTe Kakue-1nbo ommbKy B Kojie, TTOXKaTyiicTa, COOOIINTE O
HUX IJTaBHOMY peIaKTOpy I10 agpecy dmkpress@gmail.com, 11 MbI MCIIPABUM 3TO
B CJIeAYIOLIVX TUPAsKaxX.


http://www.dmkpress.com
http://www.дмк.рф
mailto:dmkpress@gmail.com
mailto:dmkpress@gmail.com
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Om3biebl U hoxenanus

Mgl Bcerpa pazbl OT3bIBaM HalllMX yKUTaTeNeil. PacckaxkuTe HaM, UTO BbI Iy-
MaeTe 00 3TOV KHUTe — YTO IMOHPABUJIOCh WJIM, MOXKET OBbITh, HEe TIOHPaBM-
J10Cchb. OT3BbIBBI BaXKHBI JJIST HAC, YTOOBI BBIMTYCKATh KHUTY, KOTOPbIE OYAYT AJIsI
BacC MaKCMAaJIbHO TTOJIe3HBI.

BbI MOsKeTe HammcaTh OT3bIB ITPSIMO Ha HallleM caiiTe www.dmkpress.com, 3ai-
IS HA CTPAHMILY KHUTHU, Y OCTaBUTb KOMMeHTapuii B paszaenie «OT3bIBbI U
penieH3UM». TakKke MOKHO TTOCIATh MMCbMO IJIaBHOMY peJaKkTopy I0 afgpecy
dmkpress@gmail.com, IIpM 9TOM HaIlMIINTE Ha3BaHNMe KHUTY B TeMe IMMCbMa.

Ecnu ecTb TEMA, B KOTOPOI BbI KBAIM(PUIIMPOBAHbI, ¥ BbI 3aMMHTEPECOBAHBI
B HaMMCaHMM HOBOW KHUTHU, 3alIOJIHMUTE (DOpPMY Ha HallleM caiiTe 1o agpecy
http://dmkpress.com/authors/publish_book/ 11111 HANIUIIINTE B U30aTEJILCTBO 10 aZipecy
dmkpress@gmail.com.

bnazodapHocmu
Ot JlopuH

Mowu 6marogapHoctu SIuy-Iut MeHcy (Jan-Piet Mens), MaTty [IskeitHCY
(Matt Jaynes) u JI>xony /IskapBucy (John Jarvis) 3a oT3bIBBI B IIpoliecce Ha-
nmucanus kKauru. Cnacm6o Aiizaky Canmana (Isaac Saldana) n Maiiky PoBa-
Hy (Mike Rowan) n3 SendGrid 3a moxmmepskky 3Toro HaumMHaHus. baaroga-
pio Maiikna [leXaana (Michael DeHaan) 3a co3manme Ansible 1 mogaepsxkKy
CO00611IecTBa, KOTOPOE Pa3poC/ioch BOKPYT MPOAYKTA, a TakKe 3a OT3bIBBI O
KHUTe, BK/IIOYasi OObSICHEHMSI, TToueMy ObIJI0 BbIOpaHO Ha3BaHue Ansible.
Cnacubo moemy pemaktopy bpaitany Aumepcony (Brian Anderson) 3a ero
6e3rpaHMYHOE TepIrieHue B paboTe cO MHOJA.

Cracn60 Mame ¥ rarie 3a X HeM3MeHHYIO IO IePsKKY; MoeMy 6paTy dpu-
Ky (Eric), HacTosIleMy mucaTeN0 B Hallleil ceMbe; IBYyM MOMM CbIHOBBSIM
benmkamuny (Benjamin) u Ixynmuany (Julian). I HakoHel,, criacubo Moeii
>keHe Creticu (Stacy) 3a Bce.

Ot PeHe

Cnacn6o moeit ceMbe, Moeit keHe CuMoHe (Simone) 3a J11060Bb U TOI-
nep>kKy, MouM TpeM getkam, xwt (Gil), Capune (Sarina) u Jinan (Léanne),
3a CBET M PajloCTh, YTO OHM MPUBHECIM B MOIO KM3HbB; CIIacub0 BCeM, KTO
BHeC CBOJ BKJIAJ B pa3BuTue Ansible, crraciu6o BaM 3a Balll Tpy; U 0ocoboe
crnacu6o MarTtuacy Breiizepy (Matthias Blaser), mo3HaKOMMBILIEMY MEHS C
Ansible.


http://www.dmkpress.com
mailto:dmkpress@gmail.com
http://dmkpress.com/authors/publish_book/
mailto:dmkpress@gmail.com
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Ot baca

Cnacu6o XeHky ge Monry (Henk de Jongh), oTkpbiBuIeMy MHe gBepyu B
mnsgarenbctBo O'Reilly B Havane meBstHOoCcThIX. Criacu6o [Ixkopau KinemeH-
Ty (Jordi Clement), mo3HakoMmuBiiemy MeHs ¢ Ansible. Criacu6o BceM, KTO
BHeC CBOJt BKiaz B pa3Butue Ansible, crracu6o Bam 3a Bam Tpya. Cracu-
60 BceM MOTpsicaloNM KOMaHJaM, B KOTOPBIX s1 GOPMUPOBAICS U POC KaK
cnenuanuct: Antraciet, Integration and Engineering at IMC, iWelcome,
CD@GS, Vendora, CDaaS, Spitfire, Colibri, Wilbur, Duck Tape, Purple, ICC.
Cnacn6o ®pauky Besemy (Frank Bezema) u Bepuepy [eiikepmany (Werner
Dijkerman). Cracu6o Ixupu Xyrnauny (Jiri Hoogland) u Vola Dynamics 3a
MOJIeP>KKY pa3BUTHSI CBOOOJHOTO MPOrpaMMHOro obecrieuenusi. Bombiioe
criacu6o Tony Kepcreny (Ton Kersten) u Kepumy Catupnn (Kerim Satirli)!
OtnenbHoe criacu6o SHy-ITnt Mency (Jan-Piet Mens), Mapuky Bette (Marek
Vette) u [Ixxony Kauamngy (John Cunniff) 3a or3eiBbi! Criacu6o Cepmaky BaH
Ixuapepaxrtepy (Serge van Ginderachter), Jlioky Mepdu (Luke Murphy), Po-
6epty ne boky (Robert de Bock), BuncenTy BaH gep Kacceny (Vincent van der
Kussen), [lary Bupcy (Dag Wieers), ApHaby Cunxy (Arnab Sinha), AHanmy
bynmedy (Anand Buddhef) u Bce octanbHbIM yuacTHMKaM BCTped Ha Ansible
Benelux Meetup: 6e3 HUX S He CMOT ObI CTAaTh OJHMM 13 aBTOPOB 3TOV KHU-
ru. Crtacu6o Cape I'peii (Sarah Grey) 3a pegakTpoBaHMe 3ToV KHurn. U cra-
€160 MOei ceMbe 3a JII0O0Bb U TOIEPIKKY.
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BeBepeHue

Ceituac uHTEpecHoe BpeMs 151 paboTbl B UT-uHIyCcTpum. Mbl He IMOCTaB-
JITeM HaIIMM KIMeHTaM IporpaMMHOe obecrieyeHue, YCTAaHOBMB €ro Ha
OIHY-eIMHCTBEHHYIO MAIllMHY M COBepIIas AeXXypHble 3BOHKM pa3 B JeHb.
BmecTo 3TOr0 MbI Me/IJIEHHO ITpeBpaniaemMcst B 06JITaUHbIX MHKEHEPOB.

Ceriuac MbI pa3BepThIiBaeM IIpOrpaMMHbIe TIPUIOKeHMSI, CBSI3bIBasI BOE V-
HO CJTY>KOBI, KOTOpbIe pabOTaIOT B paclpeae/IeHHO/ KOMITbIOTEPHOI CeTU U
B3aMMOZEICTBYIOT MO Pa3HbIM CETEBBIM IMPOTOKOIaM. TUIIMUHOE TTPUJIOXKe-
Hlie MOXET BKJTIOUaTh BeO-CepBePbI, CEPBEPHI MPUIOKEHNI, CUCTEMY KeIll-
pPOBaHMS JAHHBIX B OIePAaTUBHOJ MTaMSITH, OUepeay 3aJau, ouepeay coooie-
HMii, 6a3b1 JaHHBIX SQL, NoSQL-xpaHuauia 1 6aJaHCUPOBIIMKY HATPY3KNA.

MbI TaksKe TOJIKHBI YOeIUThCS B HATMUMM JOCTATOUHOTO KOJIMUeCTBa pe-
CYpPCOB, ¥ B CJlyuyae OmMOOK B cucTeMe (a OHUM OYmyT CIy4aTbCsS) MbI 3j1e-
TaHTHO BbIiJIeM U3 cuTyanyuu. Takske MMEIOTCSI BTOPOCTEIIEHHbIE CTYKOBI,
KOTOpPbIe HY;KHO Pa3BOpauMBaTh U MOAIEPKUBATh, TAKME KaK CIykba Kyp-
HaJIMPOBAHMSI, MOHUTOPUMHTA M aHaAM3a. IMeIoTCS ¥ BHEIIHME CITYKObI, C
KOTOPBIMM HYKHO YCTaHaBIMBAaTh B3aMMOMAEICTBMe, HAIpUMep C MHTEpP-
deiicamu «uHPpacTpykTypa Kak cepuc» (Infrastructure-as-a-Service, IaaS)
IJIs1 yIIpaB/IeHUsT K3eMILUIIpaMy BUPTYa/IbHbIX MalllHL.

MbI MOKeM CBSI3aTh 3TU CY>KObI BPYUHYIO: 3aITyCTUTD HYKHbIE CEPBEPBI,
3aliTV Ha KaXKAbI U3 HUX, YCTAHOBUTD ITaKeThl IPUIOXKEHU, OTpedaKTI-
poBaTh KOHGUrypaioHHsle daitibl 1 T. . Ho 3T0 cepbe3Hblit Tpy#. Takoit
npoiiecc TpebyeT MHOTO BpeMeHM, CITOCOOCTBYET IOSIBJIEHMI0O MHOXXeCTBa
OIIMOOK U MPOCTO YTOMJISIET, OCOGEHHO B TPETMIi WJIM YETBEPTHIi pas. A
paboTa BpyUYHYIO Haj 06ojiee CJIOKHBIMM 3aJauaMy, Kak, Hallpumep, ycTa-
HOBKa o6y1aka OpenStack 151 Bamero nmpuiaoskeHus, — Tak 1 IIPOCTO CyMac-
mectBue. EcTb criocob syuiie.

Ecnu BbI uMTaeTe 3Ty KHUTY, 3HAUUT, YoKe 3arOpench uaeeil yrmpaBaeHns
KOHbUrypauusMu 1 Terepb paccMaTpuBaeTe Ansible Kak cpencTBo ympas-

! PekomeHzyI0 TIpeBoCxomHbIe KHuru Tomaca A. Jlumonuemm (Thomas A. Limoncelli), Crpara P. Ya-

nyna (Strata R. Chalup) u Kpuctunst k. Xoran (Christina J. Hogan) «The Practice of Cloud System
Administration», Toma 1 u 2 (Addison-Wesley), n kaury Maprtuna Knernnmauna (Martin Kleppman)
«Designing Data-Intensive Applications» (O'Reilly).
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neHus. Kem 6bI BbI HM ObLIM, pa3spabOTUMKOM, pPa3BepPTHIBAIOIIMM CBOI1
KO/ B IMPOMBIIIUIEHHOM OKPYK€HUM, WIN CUCTEMHBIM aJiMUHUCTPATOPOM,
UILYIIVM JIydllie Cpe[icTBa aBTOMaTu3aluu, s AyMalo, Bbl HaigeTe B auile
Ansible mpeBocxomHoe pellieHue Baliux MpobeM.

lMpumeuaHue o sepcusx

Bce mpumepbl Koga B 3TOM KHUTE OBLIM IPOTECTUPOBAHBI B BEPCUMU
Ansible 2.9.0, koTopasi HA MOMEHT HaIMCaHUs KHUTYU SIBJIsSIIaCh CaMoli CBe-
keii. Ansible Tower BkitouaeTt Bepcuio 2.9.27 B mocjieHeM BbIITycKe. Bepcust
Ansible 2.8 3aBepimiia cBoii XM3HEHHBIN ITyTh BbIITyckoM 2.8.20 B ampesne
2021 roga.

MHorue rombl coob1ecTBo Ansible akTMBHO pa3pabaThIBaIO HOBbIE POV
¥ MOIY/IY, B Pe3y/IbTaTe Yero Ha CBET MOSIBWINCH ThICSTUM MOyJIeii u 6oiee
20 000 pomneii. CIOXHOCTY, HeM36eKHO BO3HMKAIOIIME TPY YITPaBJIeHNUM Ta-
KMMM MacCIITaOHbIMM ITPOEKTaMM, IIPUBEJIM CO3IaTeNielt K He0OX0AMMOCTI
peopranusoBaTb Ansible 1 pa3genuTb ero Ha Tpu YacTu:

* KOMNOHeHMbl A0pa, CO3gaHHbIe KOMaHIO0Jt Ansible;

* cepmuguuuposaHHsie pa3paboTKM, CO3JaHHbIe OM3HEC-MapTHepaMu
Red Hat;

e pa3paboTKM coobwecmaa, CO3TaHHbIE THICSTYAMM SHTY3MACTOB I10 BCe-
My MUDY.

Ansible 2.9 nmeeT Maccy BCTPO€HHBIX BO3MOKHOCTE, HO IMOC/IeAyIoIIye
Bepcuy OyoyT 60siee MOIYIbHBIMM. DTA HOBAsl OpraHM3aIMsl IIPOeKTa yIIpo-
aeT yIrpaBJieHMe UMN.

[IpuMepsl, IpeacTaBJIeHHbIe B 9TO KHUTE, JOJIKHBI Pab0TaTh B Pa3sHBIX
Bepcusx Ansible, Ho BooGI1e cMeHa Bepcuu IpeaIionaraeT TeCTMpoBaHue, O
YyeM MbI TIOTOBOPUM B I71aBe 14.

OTKyna B3sn0Cb Ha3BaHue «Ansible»?

Ha3BaHWe 3amMMCTBOBAHO M3 001aCTM HayyHOM (AHTACTUKM.
Ansible - 3TO yCTpOWCTBO CBSI3M, CnocobHoe nepenaBaTb WH-
dopMauumto boicTpee ckopocTu ceeTa. [ucatens Ypcyna Jle [yuH
BNnepBble MpefcTaBuna 3Ty uaew B CBOeM pomaHe «[lnaHeta
PokaHHOHa», @ ocTanbHble NucaTenu-GaHTacTbl NOAXBATUIN €e.
Ecnu 6b1Tb Bonee TouHbIM, Maikn leXaaH, coocHoBaTeNb Npoek-
Ta, N03aMMCTBOBaN HasBaHue Ansible n3 kHurn OpcoHa CkoTTa
Kappa «Mrpa JHpepa». B atoi kHure ansible ucnonb3oBancs
[N OQHOBPEMEHHOrO KOHTpOAs 60onbWworo uyucna kopabnen,
YAANEHHbIX HA OTPOMHbIe paccTosHus. [MogyMaiTe 06 3TOM Kak
0 MeTadope KOHTPONS yLaNeHHbIX CEPBEPOB.
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Ansible: o6bnacme npumeHeHus

Ansible yacTo onuchIBalOT Kak UHCMPYMEHM ynpasieHusi KOHGpuzypayusimu,
" OOBIYHO OH YIIOMMHAETCSI B TOM ke KoHTeKcTe, uTo 1 Chef, Puppet u Salt.
Korga mbI roBOpUM 00 ynpasneHuu KoHpuzypayusmu, TO 4acTo MoApasyme-
BaeM OIMCaHMe COCTOSIHMSI CEPBEPOB B HEKOTOPOM BUje, a 3aTeM MpuMe-
HEHMe CIeIMaabHbIX CPEJICTB )i MIPUBEIEHNMS CEPBEPOB B 3TO COCTOSIHME:
YCTAHOBKY HEOOXOAMMBbIX TTAKeTOB MPWIOKEHMI, KOIMPOBaHMe KOHPUTypa-
LIMOHHBIX (aiiJIOB C OINpeneIeHHbIMI pa3pelieHnsIMu B GaiijIoBoil cucTeMe,
3aITyCK HEOOXOAVIMBIX CTY>KO 1 T. 1. [Tomo6HO ApyruM cpeicTBaM yITpaB/ieHNs],
Ansible mpegocTaBisieT npedmemHo-opueHmMuUpos8aHHolli 13vik (Domain Specific
Language, DSL), KOTOPBIN UCIIOMb3YeTCS AJIS1 OMUCAHUSI COCTOSTHUI CEPBEPOB.

OTU MHCTPYMEHTBI TAK)Ke MOXKHO MCIIOJb30BaTh [IJISI Pa3BePThIBAHMS
MporpaMMHOTro obecrieduenust. [Tog pa3BepThIBAaHMEM MbI UaCTO MOIpa3y-
MeBaeM IIpolLiece MOMyYeHUs] JBOMYHOTO KOJAa M3 MCXOMHOro (ecam Heoo-
XOIMMO), KOIMPOBaHMST HEOOXOIMMBbIX (ailyioB Ha cepBep(bl), JoOaBIeHME
KOHGUTYpalMOHHBIX CBOVICTB M TepeMeHHBIX OKPY>KeHUS U 3aIyCcK CITysKO
B ompeiesieHHOM Topsiake. Capistrano u Fabric — nBa mpumepa MHCTpyMeH-
TOB C OTKPBITBHIM KOJIOM JIJISl Pa3BepThIBAHMS ITPUIOKeHUI. Ansible Toxke sIB-
JIIETCS MPEBOCXOHBIM MHCTPYMEHTOM Kak JIJIs pa3BePThIBAHMS, TaK U JIJISI
yIpaBJieHMs KOHQUTYpaLysIMK ITPOrpaMMHOTO obecrieueHus. Micronb30Ba-
HMe eIVHOV CUCTeMbl yIIpaBjieHUs] KOHPUTrypauusiMu 1 pa3BepTbiBaHMEM
3HAUMUTENIbHO YIIPOIIAeT XU3Hb CUCTEMHBIM aJMUHMUCTPATOPAM.

HekoTopble CIienmaaucTbl OTMEYAIOT HeOOXOOMMOCTh COTIACOBAHMS pa3-
BepPThIBaHMSI, KOT/IA B ITPOIIECC BOBJIEUEHO HECKOJIBKO YIa/IEHHBIX CEPBEPOB I
omepanyi TOJKHbBI OCYIIECTBIISITHCS B OIIpeeIeHHOM ropsake. Hampumep,
6a3y JaHHBIX HY)KHO YCTAaHOBUTD [0 YCTAHOBKYM Beb-CepBEPOB MM BbIBO-
IUTH BeO-cepBepbl U3-T107, yIIpaBieHMs 6alaHCUPOBILMKA HATPY3KU TOIbKO
110 OJHOMY, UTOOBI CMCTEMA He TpeKpaiaaa paboTy Bo BpemMs 0OOHOBIEHMS.
Cucrema Ansible xoporiiia 1 B 3TOM, TOCKOJIbKY M3HAYAIbHO CO3/1aBaIacCh IJIsT
MPOBeIeHNMSI MaHUITYJISIIIMIA Cpa3y Ha HECKOJIbKUX cepBepax. Ansible nmeer
VAUBUTEIBHO IMPOCTYIO0 MOEIb YIIPaBIe€HMS ITOPSIIKOM JIeCTBUIA.

HaxkoHel1, BbI YC/BIIINTE, KaK JIIOJM TOBOPST O MOATOTOBKE ¥ HATIOIHEHUY
(provisioning) HOBBIX CcepBepPOB. B KOHTEKCTe 00JauHBIX YCIYT, TAKUX KakK
Amazon EC2, om nodzomoekoii u HanonHeHueM oapa3yMeBaeTcs pa3Bep-
ThIBaHMe HOBbIX 9K3€MIUISIPOB BUPTYaJbHOI MAIIMHBI MM 006JIaUHBIX CITY>KO
«IIporpaMMHOe obecrieueHne Kak yciayra» (Software as a Service, SaaS).
Ansible oxBarbiBaeT M 3Ty 0067aCTh, TPEIOCTABISII HECKOJIBKO MOAYJIE
roaaepskkyu 061akoB, BKiawouast EC2, Azure!, Digital Ocean, Google Compute
Engine, Linode 1 Rackspace?, a Takke j100ble 06JiaKa, IOAAEPKMBAOIIE
OpenStack API.

1

Ila, Azure nogaepskMBaeT cepBepbl Ha Linux.
Hamnpumep, cmorpute npesentaumio [xkecca Kutunra (Jesse Keating) «Using Ansible at Scale to
Manage a Public Cloud» (https://oreil.ly/djLsk), paree pa6oTaBuiero B Rackspace.

2
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Heckonbko cbmBaeT € TOSIKY MCNOJIb30BAHWE TEPMUHA nposatioep
(provisioner) B JOKYMeHTaUMu K yTuaute Vagrant, KOTOpyto Mbl
obcyanm panee B 3TOW rnase, B OTHOLWEHUW CUCTEMBI yNpaBne-
HMa KoHburypaumamu. Tak, Vagrant HasbiBaeT Ansible csoero
poAa npoBalAepoM TaM, rae, Kak MHe KaXeTcsl, MpoBaiaepoM
aBnseTcs caM Vagrant, MOCKONbKY MMEHHO OH OTBeYaeT 3a 3a-
MYCK BUPTYanbHbIX MALLUWH.

Kak pabomaem Ansible

Ha puc. 1.1 nmokasaH IpocToii mpumep ucroab3oBanus Ansible. ITonb30Ba-
TeJIb, KOTOPOTO MbI 6yZ1eM 3BaTh AJlica, UcIoab3yeT Ansible mjist HacTpoiikM
Tpex BeO-cepBepoB NGINX, neiicTBytonux mop yrpasieHuem Ubuntu. OHa
Hanucana s Ansible cuenapuit webservers.yml. B tepmuHonorum Ansible
ciieHapuy HasbiBaloTcst playbook. ClieHapuii ONMMChIBAET, KaKue xXocmol (B
Ansible oHM Ha3bIBAIOTCS YAAJIEHHBIMM CEpBepaMi) ITOMAJIEKAT HACTPOIiKe
M YIOPSIIOYEHHBIN CIIMUCOK 3adau, KOTOpPble NO/KHBI ObITh BBIITOJTHEHBI HA
3TUX XOCTax. B aTom mpumepe XocTbl HOCAT uMeHa webl, web2 1 web3, u
171 HACTPOVIKM KasKIOT0 3 HUX TPebyeTCs BHIMOTHUTD CIeAYIONIMe 3a0aun:

e yCcTaHOBUTH Nginx;
e CreHepupoBaTh KOHGUTYpaloHHbIe dhaiibl a1t Nginx;
e CKOIMPOBATh cepTudMUKaT 6€30IMacHOCTH;

e 3amycTuUTh Nginx.

»| Web2
Amca

$ ansible-playbook webservers.yml

Playbook: webservers.yml

- name: Configure webservers
hosts: webservers
become: True
tasks:
- name: Install nginx
package: name=nginx
- name: Install config file
template:
src: nginx.config.j2
dest: /etc/nginx/nginx.conf
notify: Restart nginx
handlers:
- name: Restart nginx
service:name=nginx state:restarted‘

Puc. 1.1. Ansible BbINONHSET CLLEHAPUIT HACTPOMKM TPEX BEG-CEPBEPOB
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B cnemytonieii riiaBe Mbl 00CYIMM, UTO B I€/ICTBUTETbHOCTY BXOIUT B 3TOT
cLieHapuii. Ayyca 3aryCcKkaeT ClleHapuili KOMaHI0 ansible-playbook. B mpume-
pe clieHapuit Ha3biBaeTcst webservers.yml 1 3ammyckaeTcs BBOJJOM KOMaH/Ibl
B TEpMMHAJIE:

$ ansible-playbook webservers.yml

Ansible ycranaBnuBaer rnapasienbHbie SSH-coegmHeHMs ¢ xocTaMyu webl,
web2 1 web3 1 BBITIO/IHSIET TIePBYIO 3a[a4y U3 CIMCKA HA BCEX XOCTax Ofi-
HOBpPeMEHHO. B 3ToM nmpumepe nepsas 3agava — yctaHoBKa maketa NGINX,
KOTOpasi B CLieHapUM BBIMJISIAUT TaK:

- name: Install nginx
package:
name: nginx

BoimonHsis ee, Ansible mpoaenaeT ciegymooiye geiicTBUS.

1. CreHepupyer clieHapuii Ha si3bIke Python, KOTOpbI yCTAHOBUT MaKeT
NGINX.

2. CkommpyeT ero Ha XocTbl web1, web2 1 web3.

3. 3amycTuT Ha xocTax webl, web2 1 web3.

4. JloxkpeTcsi, ToKa ClieHapuii 3aBepIINTCS Ha BCeX XOCTaX.

3aTem Ansible mepeiiger K ciemyloreit 3aaue B CIIMCKe ¥ MTIOBTOPUT 3TU
Ke YeThbIpe Iara.
BaykHO OTMeTUTBD, UTO:

1) Kaskmas 3ajaua BBIMOTHSIETCST Ha BCEX XOCTaX OHOBPEMEHHO;

2) Ansible oxkugaeT 3aBepiieHus 3aauy Ha BCEX XOCTaX, MPEKIe 4eM
MIPUCTYIUTD K BHIMIOJTHEHUIO C/I€IYIONIEI;

3) 3amauy BBIOJHSIOTCS B YCTAaHOBJIEHHOM BaMM ITOPSIIKE.

Kakue npeumywiecmea daem Ansible?

CyliecTByeT HECKOJIbKO CUCTEM YIIpaBJIeHUsI KOHOUTYpaUUsIMMU C OTKPBI-
TBIM MCXOIHBIM KOJIOM, TaK IToueMy Mbl BbiOvpaeM Ansible? Huke mepeunc-
nsietcs 21 mpuunHa, MOATANIKMBAIOIIAS HAC K 9TOMY BbI6OPY. HO OCHOBHBIMM
SIBJISTIOTCSI TIPOCTOTA, IIMPOTA BO3MOXKHOCTE U 3aIIUIIEeHHOCTD.

MpoctoTa

Pa3paboTumKy CTPEMMINCH MaKCUMMaJIbHO YIIPOCTUTD IIPOIECC YCTAaHOB-
KM 1 ocBoeHue Ansible.

I'IpocmTa CUHTAKCUCA

Cuenapum Ansible onpegensitorcst B daitiax ¢popmara YAML ¢ ucIonb-
30BaHMEM CHHTaKCuca 1mabgoHOB Jinja2. HarmoMHMM, UTO B T€pMMHOJO-
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ruu Ansible ciieHapuy yrpasieHust KoHGuUrypaiueit HadbiBatoTcs playbook
(cueHapwmii, beca). @akTUUECKM CUHTAKCUC clieHapyueB Ansible ocHOBaH Ha
YAML, s13bIKe ONMCcaHusI JAHHBIX, KOTOPBIN CO31aBaJICs CIIeLaIbHO, UTOObI
JIETKO BOCIIPMHMMAThCS yeioBeKoM. B HekoTopom poge YAML ajist JSON —To
ke, yTo Markdown gyt HTML.

MpoctoTa ayaura

Cuenapum Ansible ierko moamarTcs MCCIeTOBaHMIO — HAIIPUMEDP, MOSKHO
JIETKO MOJIYYUTD CIIUCOK BCEX IEVICTBUIA M BOBJIEYEHHBIX XOCTOB. [IJIS1 BBITION -
HEeHMSI TPOOHBIX ITPOTOHOB MbI YaCTO MCITOIb3yeM KOMAaH/IY ansible-playbook
--check. BcTpoeHHas nonaepskka >KypHaaIupoOBaHUsI MO3BOJSIET YBULETD, KTO,
UuTO U rhe fenaji. MexaHu3M KypHaJIMpOBaHUS peai30BaH Kak MOAKIII0Yae-
Mblif MOZY/Tb, @ CO3/IaHHbIE MM KYPHAJIbI JIETKO TTOTYUUTH C ITOMOIIbIO COOP-
IIIVIKOB JXYPHAJIOB.

npaKTM‘-IECKM HUYEro He HYXXHO YCTaHaBJ/IMBATb Ha YAAJIEHHbIX
XocTax

Il ypaBieHusI cepBepaMu € ToMoInbio Ansible Ha cepBepax Linux mo/mk-
Ha ObITh ycTaHOBIeHA nopaepykka SSH u Python, a Ha cepBepax Windows
moyskeH 6b1Th BKTioueH WinRM. B Windows Ansible mcronbs3yet PowerShell
BMecTo Python, uTo 136aByisieT OT HEOOXOAMMOCTH TTPEABAPUTEIHHO YCTa-
HaB/IMBATh HA XOCTEe KaKOT0-IMO0 areHTa miu Jitoboe Ipyroe mporpaMMHOe
obecrieueHne.

Ha ynpasasioweti mawune (TOV, YTO UCIIONb3YeTCS [JIS YIIPABJIEHUS yaa-
JIGHHBIMM MalllMHAMM) JOJKEH OBITh ycTaHOBJeH Python Bepcum 3.8 mim
BbIIIIE. B 3aBMCHMMOCTY OT pecypcoB, KOTOPBIMM TPeOYeTCsT YIIPaB/ISTh C I10-
MoIIbio Ansible, MokeT MOTpe6OBAThCS YCTAHOBUTD IOTIOJTHUTEIbHBIE CTO-
pPOHHME 6MOIMOTEKN. 3aIVITHUTE B TOKYMEHTAIMI0, YTOOBI Y3HATD, UMEIOTCS
JIV Y MOAYJISI 0cOOble TpeGOBaHMSI.

Bo3MoOXHOCTb MaclwTabupoBaHUs BHU3

Ia, Ansible MOXXHO MCIT0/Ib30BaTh IJ1S1 YIIPABAE€HUSI COTHSIMMU U TaXKe ThI-
csiuamu y3710B. Ho 4yTo Hac 0co6eHHO 3a1enuiio, TaK 3TO ero Maciuitabupye-
MOCTb BHM3. Ansible MOKHO 3aITyCTUTh Ha OUeHb CKPOMHOM 000pYIOBaHMH,
TakoM Kak Raspberry Pi miu ctapowm I1K, 1 gaske 1CII0/1b30BaTh AJIs1 yIIPaB-
JIeHUsI eQMHCTBEHHBIM Y3JIOM — HYKHO JIMILb HamucaTh OOWH CIieHapuii.
Ansible monTBepkmaeT mpuHLuII AnaHa Kes: «IIpocToe TOIKHO 0CTaBaThCS
MPOCTBIM, a CJIO)KHOE — BO3MOKHbBIM».

MpocToTa pacnpocTpaHeHus

MbI He TymaeM, UTO BaM ITOHAI00MTCSI TOBTOPHO MCIIOIb30BaTh ClieHApUM
Ansible B pa3HbIX KOHTEKCTaxX. B ry1aBe 7 MbI 06CyaIMM poJin, TIpejiaraminne
BO3MOSKHOCTb OpTaHM3anuu crieHapues, u Ansible Galaxy, onnaitH-pernosu-
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TOpUIi IJIS1 XpaHeHMsI STUX POJIeii.

OCHOBHOJI eIVHMIIeN MTOBTOPHOTO MCIIOAb30BaHMs B COOOIecTBe Ansi-
ble B HacTosIIee BpeMs SIBJIIETCST KOJLIEKYUs. BbI MOKeTe yImakoBaTb CBOU
MOMYJ/IU, TUTaTUHBI, 6UOGIMOTEKM, POJIU U Jaske COOPHUKYU UTP B KOJIIEKIIUIO
" TIOJEeIUTbCS €10 ¢ Apyrumu uyepes Ansible Galaxy. Takke MOKHO OpraHu-
30BaTh PacIpOCTpaHEHNe BHYTPU OpraHMU3aIuy C ITOMOIIbI0 MHCTPYMEHTA
Automation Hub, Bxopgsiiero B coctraB Ansible Tower. Posin MOTYT UCITO/b-
30BaThCsI COBMECTHO KaK OT/e/IbHbIe PEIIO3UTOPUMN.

Ha npakTuke, oqHaKO, KaKaasi OpraHu3alisl HaCTpauBaeT CBOY CePBePbI
HEMHOTI'O He Tak, Kak JpyTue, I03TOMY JIy4Ille IIMCATh CBOY COOPHUKMU CIie-
HapyeB [IJIS CBOEI OpraHus3aluy, a He IbITaThCs OBTOPHO MCIIOIb30BaTh
Te, UTO HAaXOASATCS B 0611eM gocTyIre. Mbl C4MTaeM, YTO OCHOBHASI IIEHHOCTh
M3yUEeHUS 9Y)KMX CXeM 3aK/TI0UaeTCs] B BOSMOKHOCTY YBUIETh, KaK BCE pa-
60TaeT, ecJIv TOJIbKO BbI HE paboTaeTe C KOHKPETHBIM ITPOAYKTOM, ITPOM3BO-
IUTEeIb KOTOPOTIO SIBJISIeTCS CepTUdULIMPOBAaHHBIM ITAaPTHEPOM MUJIM UJIEHOM
coob1ectsa Ansible.

MpocToTta abcrpakumia

Ansible paboTaeT ¢ MpPOCTHIMM aOCMpPaKyusiMuU CUCTEMHBIX PeCypCOB, TAKMUX
Kak (haiiyibl, KaTaJoIu, M0JIb30BaTe I, TPYIIIbI, CTYKObI, [TAKEThI M BeO-cep-
BUCBI.

[nist cpaBHEHMS TaBajiTe MOCMOTPYUM, KaK HACTPOUTDb KaTaJIOT B KOMaH/I -
HOJ1 0060/104Ke. [IJIs1 9TOTO UCIOTb3YIOTCS TPY KOMAH/IbI:

mkdir -p /etc/skel/.ssh
chown root:root /etc/skel/.ssh
chmod go-wrx [etc/skel/.ssh

Ansible, B cBOI0 ouepenp, Irpemyaraet adbCTPaKIMIO — MOIYJIb file, C ITO-
MOII[bI0 KOTOPOTO OMNPEAeISIOTCS ITapaMeTphl jkejlaeMoro coctosHus. Cre-
Iyiollee eIMHCTBEHHOE IeJiCTBYE JaeT TOT ke 3PdeKT, YTO U TPU KOMaH bl
BBILIIE:

- name: Ensure .ssh directory in user skeleton
file:
path: /etc/skel/.ssh
mode: '0700'
owner: root
group: root
state: directory

OTOT 10V a6CTPaKIMM ITO3BOJISIET MCIIOIb30BATh OGHMU U T€ JKe ClleHapUu
IJIs1 yIIpaBieHus: KoHpurypauusiMu cepsepos ¢ Linux. Hampumep, BMmecTo
MICITOTb30BaHMSI KOHKPETHOTO IMCIeTYepa MakeToB, TAKOTO KakK dnf, yum MJIK
apt, Ansible rpeaaraet abcTpakiyio «makeT» (IIPOCTO UMETE B BULY, UYTO
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MMeHa IaKeTOB MOTYT OTaMuaTbes). Ho mpy skelaHUM MOXHO TaKKe MC-
T10JIb30BaTh CMCTEMHBIE aOCTPAKIINMN.

Eciu Bbl A@iiCTBUTEIBHO 3TOTO XOTUTE, TO MOYKeTe HaIlicaTh CBOM Clie-
Hapuu Ansible 1151 BbITIOIHEHYS pa3/IMYHbIX JE€CTBUIA B pa3HbIX OIlepaiy-
OHHBIX CMCTeMax Ha yaaJeHHbIX cepBepax. Ho bac, onyiH 13 aBTOpPOB 3TO¥
KHUTY, CTapaeTcsl M30eraTh 3TOro M0 BO3MOXKHOCTH, IIPEAIIOUMTasT MUCATh
CLieHapuu [J151 peaibHO UCII0b3yeMbIX CUCTEM.

BbinonHeHue 3apay cBepxy BHU3

B kHMTrax 1mo yrpaBjieHUI0 KOHPUTryparusiMy 4acTo YIIOMMUHAETCS Mest
KOH8epzeHyuU (CXOOVMOCTH), U N0C1ed08amelbH020 NPUueedeHUs: K KOHEUHO-
MY COCMOSHUI0, KOTOPas HepeaKo accounmpyeTcsi ¢ uMmeHeM Mapka Byprecca
(Mark Burgess) 1 ero cucremoit yripasiaeHust koupurypamusimu CFEngine.
Eciu cucrema yrpasieHUs: KOHQUTYpaluusiMy KOHBEPTeHTHA, TO OHA MOXKET
MHOTOKPATHO BBITIOJHSTDh YIIPABJSIONIMEe BO3AEMCTBHUS, C KaKIbIM pa3om
TIPUBO/ISI CepBeP BCe OJIMsKe K SKelTaeMOMY COCTOSTHUIO.

M nest KoHBepreHI MK HelmpuMeHMMa K Ansible 113-3a oTCyTCTBYMSI TTIOHSITHSI
MHOT03TAITHbIX BO3AeICTBIIT Ha KOH(UTrYypaIyio cepBepoB. Momynu Ansible
YCTPOEHbI Tak, UTO eAVMHCTBEHHbIN 3aIycK ciieHapust Ansible cpa3y nmpuBo-
IUT KaKObIl CEpBep B >KeJlaeMoe COCTOSTHUE.

LLinpoTa BO3MOXKHOCTEMH

Ansible moMoraeT 3HaYMTETbHO TOBBICUTb MTPOU3BOAUTENLHOCTb B He-
CKOJIbKMX 06/IaCTSIX YIIpaBJIe€HMS CUCTeMaMu. AGCTpaKI[MM BbICOKOTO YPOB-
Hsl, TipegocTaBiseMble Ansible (Hampumep, ponn), HalOT BO3MOXKHOCTH
yCTaHaBIMBATh ¥ HACTpauBaTh IIPOTpaMMHOe obecrieueHme ObICTpee U To-
TeHIMaIbHO Ge3oIacHee.

BcrpoeHHble Moaynu

Ansible MOXXHO MCIIO/Ib30BATh JJ151 BBITTOJTHEHMST TTPOM3BOJIbHBIX KOMaH,
000JIOUKM Ha yIaJIEeHHbIX CepBepax, HO ITO-HACTOSIIEMY CUIBHOI ero CTOPO-
HOJA SIBJISIETCSI HAO60OP BCTPOEHHBIX MOy 1eii. Momyiu Heo6X0AMMbI JJ1s1 BbI-
TOTHeHMS TaKMX 3a/1a4, KaK YCTAaHOBKA ITaKeTOB MPUJIOXKEHU, TTlepe3arryck
CJTY3KOBI VTV KOMMPOBaHMe KOHOUTYPAIIMOHHBIX (aiiyioB.

Kak mbl yBUAMM 1033ke, Mmoayiu Ansible HecyT deknapamugHyio GyHKIINIO
Y VICTIOJIb3YIOTCSI JIJIST OTIMCAHMS TpebyeMOoro COCTOSIHUSI cepBepoB. Hampu-
Mep, BbI MOIJIV ObI BBI3BATh MOYJIb user, UTOOBI YOEIUTHCS B CYIIECTBOBA-
HUM YUYETHOI 3aIInCU deploy B TPYIIIIE web:

- name: Ensure deploy user exists
user:
name: deploy
group: web
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Mcnonb3oBaHue TEXHONOMMU NPUHYAUTENBHON HACTPOMUKH

HekoTopbie cucTeMbl yIpaBiaeHUs] KOHDUTypauusiMy, MUCIIOIb3YIOIINe
areHToB, Takue Kak Chef u Puppet, o ymoa4aHuio OCHOBaHbI Ha TEXHOJIO-
TUY 0006P0B80JIbHOU HACMPOTIKU. AT€HTBI, yCTAHOBJIEHHbIE Ha CepBepax, rmepu-
OMUY€eCKY TIOAKITIOUAIOTCS K IEHTPAIbHOI CTykOe 1 YUTaT MHPOpMAIIo
0 KoHpurypanyu. YrpapjieHue M3MeHeHUSIMU KOHGUTYpaluy cepBepoB B
9TOM CJTyyae BBITVISIAUT TaK:

4) BbI: BHOCUTE M3MeHeHMs B ClleHapuii yIipaBieHus KOHQUTypalusimu,
5) BbI: mepenaeTe U3MeHeHUsI IIeHTPAIbHOI CIyKOe,

6) areHT Ha cepBepe: MepUoAMYECKM BKIIOUYAETCS 10 TaliMepy,

7) areHT Ha cepBepe: MOIKIIYAeTCs K LIEHTPATbHOI CIyKoe,

8) areHT Ha cepBepe: UMTAET HOBBIE CIIEHAPUM YIIPaBIE€HUSI KOHOUTY-
panusImMu,

9) areHT Ha cepBepe: 3aIyCKaeT MOJyUYeHHbIe CIIeHAPUM JIOKAIbHO, 06-
HOBJISISI COCTOSTHME CepBepa.

Ansible, HampoTuUB, MO YMOJTYaHUIO MUCIOJIb3YeT TEXHOJOTUI0 NpUHyOu-
meJibHOll Hacmpoliku. BHeceHMe M3MeHEeHM I BhIVISIAUT TaK:

1) BbI: BHOCUTE M3MEHEeHMUs B CLieHapuii,
2) BBI: 3allyCKaeTe HOBBIV CIIeHaApUIA,

3) Ansible: mogkioyaeTcst K cepBepaM M 3aIycKaeT MO/, OOHOBIISIS
COCTOSTHIE CEPBEPOB.

Kaxk To/nbKO BbI 3anyCTUTEe KOMaHAY ansible-playbook, Ansible mogxirounTcs
K yIaJIeHHbIM CepBepaM M BBITIOJIHUT BCIO pabOTY; 3TO CHMKAET PUCK BbIXOIa
U3 CTPOS CJIyYallHBIX CEpBEPOB, KOTa 3allJIaHMPOBAHHbIE HA HUX 3a[jaul He
MOTYT YCITEeITHO U3MEHUTD UX cocTosiHMe. [I[pyuHyauTenbHas HaCTPOIiKa JaeT
Ba)KHOE ITPEMMYIIECTBO — BbI KOHTPOJIMPYETE BPpeMSI OOHOBJIEHUSI CEPBEPOB.
Bam He mpuxomutcs skgath. Kaskgoe meiicTBie B CLIeHapUM MOXKET ObITh Ha-
1IeJIEHO Ha OJIMH VJIU IPYTIITY CepBEPOB. BbI MOsKeTe BBITIOMHSTD OOJIbIIIE OTTe-
panuii aBTOMaTUYeCKM, He BBITIOHSISI BXOZ, Ha CePBEPbI BPYUHYIO.

MHoroypoBHeBas opKecTpaums

TexHOMOTMSI IPUHYAUTETBbHOI HACTPOIKY ITO3BOJISIET TAKKE Peaan30BaTh
¢ momo1bio Ansible mMHozoyposHesyw opkecmpayuto — yrpaBiieHUEe OTOEeNb-
HBIMM TPYIIIIaMM KOMITBIOTEPOB [JIsI BBITIONIHEHMST Pa3IMYHbIX OIepalnii,
Takux Kak ooHoBeHue I10. Bpl MokeTe OpraHM30BaTh yIIpaBiIeHNEe CUCTE-
MaMM MOHUTOPUHTA, OaJaHCUMPOBIIMKAMM HArpy3ku, 6a3amu JaHHBIX U
Be6-cepBepaMu € TOMOIIbIO KOHKPETHBIX MHCTPYKLMIA 1 00eCTIeUnTh UX CO-
[JIACOBAHHYIO paboTy. ITO OUE€Hb CJIOKHO CIeIaTh C CUCTEMOJ, OCHOBAaHHO
Ha TeXHOJIOTUM 10OPOBOIbHOV HACTPOIKNA.
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OTcyTcTBME Beayluero ysna

CTOpPOHHMKM JTOOPOBOJIBHOI HACTPOMKM YTBEPKAAIOT, YTO MX IOIXO[
JydIlie MacITabupyeTcst Ha 60IbIIOe YMCIIO CEPBEPOB U YI0OHee, KOTIa HO-
BbIe CepBepbl MOTYT IMOSIBUTHCS B JI000i1 MOMeHT. OIHAKO LIeHTPaIM30BaH-
Hasl cCUCTeMa yIpaBjieHus KoHurypaiyeit MosKeT UCIIBITHIBATh 3HAUNTETb-
HYI0 Harpy3Ky, KOrJIa ThICSIYM areHTOB OAHOBPEMEHHO TOTBITAIOTCS M3BJI€UD
CBOIO KOH(UTYpaLuio, 0CO6EHHO eC/IU UM TpeGyeTCst BBITIOTHUTD HECKOIBKO
I[MKJIOB [ KOHBepreHiun. [Ins1 cpaBHeHus : Ansible opuiinanbHo mogaep-
SKMBaeT OCOObIVi PEXMM, HAa3bIBA€MbIil ansible-pull, B KOTOPOM CII€HApUU
M3BJIEKAIOTCS U3 pero3uTopus, Takoro Kak GitHub. Ansible He HyskmaeTcst
B BeIlyIleM y3Jie, HO IPY JKeJITaHUY Bbl MOKETE MCIIOIb30BaTh IEHTPAINU30-
BaHHYIO CHCTEMY ISl 3aITyCcKa ClieHapueB.

MNopnaepxka nnarnHoB

3HaunTeabHAS YacTh QYHKIMOHAIbHOCTM Ansible peanm3oBaHa B Bupe
MOAK/II0YaeMbIX MOAY/Iel — IUIarMHOB, M3 KOTOPBIX Hauboyiee 4acTo MC-
Monb3yroTest riaruHbl Lookup u Filter. Ilmaruabl pacmpsioT 6a3oBbie BO3-
MOKHOCTM Ansible 1orukoi 1 GyHKIMSIMUA, JOCTYITHBIMM IJISI BCEX MOIYJIEIA.
Mopynu BBOOAT B s13bIK Ansible HOBbIe «IJ1arojibl». Bbl TOKe MOKeTe ICaTh
cBou rtaruHbl (r1aBa 10) u momgyau (r1aBa 12) Ha Python .

Ansible MOXHO MHTerpMpoBaTh C APYyrMMM IpoayKTamu. IIpumepamu
YCIeIIHO MHTerpamnumu MoryT cay>kuTh Kubernetes n Ansible Tower. Ansible
Runner - 3To «MHCTPYMEHT M 6ubamoreka ajs Python, momMoraroiast op-
raHM30BaTh B3aumomeiicTBue ¢ Ansible HampsIMylo WiIu B cocTaBe Ipyroi
CUCTEMbI, HalpuMep uepe3 MHTepdeiic o6pa3a KOHTeliHepa, Kak aBTOHOM-
HBII MHCTPYMEHT WIM KaK MOAY/Ib Ha Python, KOTOpbIif MOKHO MMITOPTH-
poBaTh»'.

C momonipo 6mbmmoTeku ansible-runner MOXHO 3aIlyCTUTb CIleHapUit
Ansible u3 mporpammebl Ha Python:

#!/usr/bin/env python3
import ansible_runner

r = ansible_runner.run(private_data dir="./playbooks', playbook="'playbook.yml")

print("{}: {}".format(r.status, r.rc))
print("Final status:")
print(r.stats)

I'Iop..u.ep)KKa peleHua WMPOoKOoro Kpyra 3agayd

Mopnynu Ansible mpegHasHaueHbl AJ1s1 pellieHMs IMPOKOTO Kpyra 3amay
CUCTE@MHOTO aJMUHUCTPUPOBaHMS. B crucke HUKe MepeuncieHbl KaTero-

! IIuraTa u3 gokymeHTtanuu K Ansible Runner (https://oreil.ly/sZwPY).
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pUM NOCTYITHBIX MOJyJIei. OTU CCBIJIKU BeIYT B CIMCOK MopyJ/ieli (https://oreil.
ly/OXel7) B LOKyMeHTaLUN:

» Cloud (nttps://oreil.ly/OxeNu);

« Files (https://oreil.ly/3¢q87);

e Monitoring (https://oreil.ly/z6dde);

» Source Control (https://oreil.ly/WEMHZ);
 Clustering (https://oreil.ly/b31cn);
 Identity (https://oreil.ly/39yJA);

» Net Tools (https://oreil.ly/Pb137);

o Storage (https://oreil.ly/IZBGX);

o Commands (https://oreil.ly/wyy)Z);
 Infrastructure (https://oreil.ly/XhW90);
» Network (https://oreil.ly/UFHZo);

e System (https://oreil.ly/mn569);

e Crypto (https://oreil.ly/puZGg);

e Inventory (https://oreil.ly/zBvdF);

» Notification (https://oreil.ly/ulrdH);

« Utilities (https://oreilly/veSG4);

» Database (https://oreil.ly/iEvIl);

e Messaging (https://oreil.ly/aTOVP);

» Packaging (https://oreil.ly/71GLO);

o Windows (https://oreil.ly/c8NwK).

Hacroawas macwrtabu pyemMoCTb

KpynHble mipennpusiTUsi yCIeUIHO MCIOAb3yIT Ansible gjst HacTpoiiku
JeCSITKOB TBICSIY Y37I0B M OTJIMYHO MOAJEPXKUBAIOT OKPYKEHMS, B KOTOPbIX
cepBephl MOSIBJISIIOTCS M MCYe3aloT AuHaMmmuuecku. Oprannsanym ¢ COTHIMU
TPYIIN pa3paboTYMKOB IMPOrPAaMMHOr0 obecrieueHus] 0ObIYHO MCIIONb3YIOT
AWX mnm kom6uHauuio Ansible Tower u Automation Hub st ayaura u 3a-
LIUTBI C KOHTPOJIEM IOCTYIIa HA OCHOBE pOJIeii.

Bac BoHyeT Macmtabupyemocts SSH? Ansible mcrionb3yeT MyTbTUILIEK-
cupoBaHnue SSH 1151 onTuMu3anuy Npou3BOLUTEIbHOCTYU U peasibHble IPU-
Mepbl YIIpaBIeHMs ThICSIUaMM y3710B C ToMolbio Ansible (rnasa 12).

3aluULLLEeHHOCTb

ABTOMAaTM3a1IMs C TOMOILIBIO Ansible momMoraeT MOBbLICUTD 3AIUILEHHOCTh
CUCTEMBI 10 6a30BbIX YPOBHE 6€30ITaCHOCTM U CTAHIapPTOB COOTBETCTBMUSI.
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CaMOoAOKYMEHTUPYIOLLMICS KO,

ABTOpaM KHUTM HPaBUTCS AyMaTb O clieHapusix Ansible Kak o BbITON-
Hsiemoit nfokyMeHTanuu. Ouu cpoguu ¢aitiam README, KoTopble OMmuchI-
BaIOT JIE€VCTBUSI, HEOOXOAMMbIE [JIT Pa3sBepPThIBaAHMSI MMPOTPAaMMHOI0O 0be-
CIiedyeHusl, HO, B OTIIMUME OT HUX, CLIEeHapUM BCeraa copepskaT aKTyaJbHbIe
MHCTPYKUMU, TIOCKOJIbKY CAMM SIBJISIFOTCS BBITIOJIHSIEMBIM KOJOM. DKCIIE€PThI
MOTYT CO3[aBaTh CLIEHApPUM, OTpaXkalollye repesoBOii OIbIT, 8 HOBUYKU —
MCITO/Ib30BAaTh UX KaK YYEOHVKM U MTPeObIBaTh B YBEPEHHOCTH, YTO MTOTyUYaT
XOPOILUMIi pe3ynbTar.

BocnpoussoamumocTb

Ecsin BCIo CBOIO CHCTEMY Bbl HACTPOUTE C IMTOMOIIbI0 Ansible, To oHa mpoii-
et 1o, uto CtuB TpayrorT (Steve Traugott) Ha3pIBaeT «TECTUPOBAHUEM [I€-
CATBIM 3TaxkoM» (https://oreil.ly/AMf1S): «Mory siu ST B3ITh CTy4aliHy0 MaIlVHY,
IIJIST KOTOPOJ HUKOTAA He BBIMTOIHSIOCh PE3EPBHOTO KOMMMPOBAHMS, BBIKM-
HYTb €e /3 OKHA JIeCSITOTO 3Taka M IMPY 3TOM He TOTepsITh PaboTy CUCTeM-
HOTO aAMMHMCTpaTopa?»

DKBMBAJIEHTHOCTb CO34aBaeMbIX OKPY)KEHMﬁ

Ansible opepskuBaeT onpeeNeHHbI ClI0co6 OpraHn3aluy KOHTEHTa,
TIOMOTAIOIIMIi ONIPefeMTh KOHPUTYpaluio Ha HaJjiexkalleM YpoBHe. Bl ¢
JIETKOCTBIO CMOXKETE OTPEeAeINTh HACTPONKM [IJISI PA3IMUHBIX OKPYKEHMIA:
pa3paboOTKM, TECTUPOBAHMS, OOKATKM M TPOMBIIIIEHHOI 3SKCIUTyaTallyn.
OKpyskeHMe OOKaTKM OOGBIYHO JAeaeTcss MaKCUMMAaabHO IMOXOXMM Ha IIpO-
MBIIIJIEHHOE OKpPY)KeHMe, YTOObl Pa3paboTuMKM MOIJIM BBISIBUTD JIIOObIE
MPOGJIEMBI IO TOTO, KaK M3MEHEHMsI TIOTTaAyT B TPOMBbIIIJIEHHOE OKPY)KEHME.

LLincdpoBaHue nepeMeHHbIX

[Tpu HEOOXOAMMOCTM XPAaHUTh KOH(PUOEHIMalbHbIe JaHHbIe, TakMe Kak
Mapoiy WMWiK TOKEHbI, MOKHO MCIIONb30BaTh 3(GdEKTUBHBIN MHCTPYMEHT
ansible-vault. MbI McIonmb3yem ero Ajist mdpoBaHus mepemMmeHHbIX B Git. bo-
Jiee moApo6GHO 3TOT BOIIPOC 0OCYKIAaeTcs B IyiaBe 8.

3alMLEeHHbI TpaHcnopT

Ansible mpocto mucnonbsyet Secure Shell (SSH) gist Linux u1 WinRM niist
Windows. O6bIYHO MBI 3aIIUIIAEM ¥ YKPEIUISIEM 3TU IIMPOKO MCIIOJIb3ye-
Mble MMPOTOKOJIbI YIIPABJIeHUSI CUCTeMaM C TIOMOIIbIO 3allUIEeHHbIX Ha-
CTpPOeK KoH(Urypauuu 1 6panamayspa.

Ectu BbI IpeamnoynTaeTe MOME/Ib, OCHOBAHHYIO Ha IIpMeMax J06pOBOJIb-
HOJI HaCTpOKM, TO O Bac Ansible oduumanbHO mogmepskuBaeT 0COOBIN
peXXuM, Ha3bIBaeMblii ansible-pull. B 9TOi1 KHUTe He PaCKPBHIBAIOTCSI OCOOEH-
HOCTY 3TOTO PEKMMA, HO BbI MOKETE Y3HATh O0JIbIIIe 06 3TOM 13 OUIIMATb-
HOV mokyMmeHTaluu (https://docs.ansible.com/).
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UpeMnoTeHTHOCTDb

Mogynu Takke SIBJASIIOTCSI MAEMITOTEHTHBIMU . VIIeMITOTEeHTHOCTD — 3aMe-
yaTebHOe CBOVICTBO ¥ O3HAYAET, YTO clieHapuit Ansible MOSKHO TPUMEHUTD
K OIHOMY ¥ TOMY K€ CepBepy MHOTO pa3 6e3 BCIKOTO yiepba ajist KoHbu-
rypanuu nocienHero. JlaBaiite pacCMOTPUM IIPUMeED, KOTIa HaM HY>KHO CO-
3[1aTh [TOJIb30BATeJIS deploy:

- name: Ensure deploy user exists

user:
name: deploy
group: web

Ecmu monb3oBaTesst deploy He cyliecTByeT, To Ansible cosmact ero. Ecin
OH cyIecTBYyeT, To Ansible mmpocTo nepeiineT K ciemyionemy mary. To ecTb
cueHapuu Ansible MOKHO 3aITycKaTh Ha cepBepe MHOIO pas. ITO BakKHOE
OT/JIMUMEe OT CLieHapyeB KOMaHIHOM 060/I04KM, IIOTOMY UTO ITOBTOPHBII 3a-
ITyCK TaKMX CIieHAPMEeB MOXKeT IIPUBECTH K He3aIlJIAHMPOBAHHBIM — ¥ XOPO-
110, ec/iy 6e300MIHBIM — ITOC/IeICTBUSIM?.

OTcyTcTBME AEMOHOB

B Ansible HeT areHTa, mpocayuMBawIiero HekKoTopseiit mopt. [loatomy y
3JI0yMBIIIJIEHHUKOB HeT 1enu 11 ataku Ha Ansible. (OgHako cyiecTByOT
Ipyrue neny IJs aTaky — 37IeMeHThbl LIellOYKYM LOCTaBKM IIPOrpaMMHOIO
obecrieyeHusI, TAKOTO Kak 6ubnuoreku Python u npyrue mMmnopTupyembie
KOMIIOHEHTHL.)

Ces3b mexay Ansible u Ansible, Inc.

HazBaHue Ansible oTHOCUTCS Kak K MporpamMMHoOMy obecneye-
HMIO, TaK U K KOMMNaHMK, ynpasnaiowen npoektoM. Maiikn [e-
XaaH, co3paTtenb nporpamMMHoro obecneveHuns Ansible, aensetcs
6bIBWIMM TEXHUYECKMM OMPEKTOpOM KomnaHuu Ansible. Bo u3-
HexxaHune MyTaHMLbl XO4y YTOYHUTb, 4TO AN 0603HaYeHMs Npo-
[yKkTa 9 ucnonbsyto Ansible, a komnanun — Ansible, Inc.

Ansible, Inc. npoBoanT 0byyeHne M NpenocTaBAseT KOHCYNbTa-
LUMOHHbIe ycniyrmn no Ansible, a Takxke cobcTBeHHON Beb-cucTe-
Me ynpaBneHus Ansible Tower, 0 KOTOpOM pacckasbiBaeTcs B
rnase 19. B oktabpe 2015 ropa Red Hat kynuna Ansible Inc., a
B 2019 roay IBM kynuna Red Hat.

VneMIoTéHTHOCTh — CBOVICTBO O0OGBEKTA MJIM OMEpaIMy TPU MOBTOPHOM TPUMEHEHUN OTepariun
K 06BEKTY IaBaTh TOT JKe Pe3y/IbTaT, YTO U IIPU OLUHAPHOM. — [Ipum. nepes.
Ecti BaM MHTEpeCHO, UTo JyMaeT aBTop Ansible 06 MaeMIIOTEHTHOCTY U KOHBEPTEHIIMM, TIPOUTHATE
ny6nmukanyio Maiikna JleXaaHa «Idempotence, convergence, and other silly fancy words we use too
often» («I1eMITOTEHTHOCTD, KOHBEPTEHIIMS 1 APYTYIE IPUUYIJIMBBIE CII0OBA, KOTOPbIE MbI UCIIOIb3yeM
CJIUIIIKOM YacTO») Ha cTpaHuie rpymmsl Ansible Project (https://oreil.ly/pNSNr).


https://oreil.ly/pNSNr
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He cnuwkom nu npocma cucmema Ansible?

B mepuon paboThl HaJ, KHUTOW pemakTop cKasaa JIOPUH, YTO «HEKOTOPbhIe
CTIeIMaUCTbI, MCIIONb3YIONIMe CUCTEeMY YIIpaBieHUs KOH@Urypamusimu
XYZ, Ha3piBaOT Ansible nukiom for mo ciieHapusM, 3amyckaeMbIM dyepes
SSH». IlnaHupys repexo/ ¢ APYroit CUCTeMbI YIIpaBIeHMsSI KOHPUTYPaLIUSIMU
Ha Ansible, geiicTBUTEbHO MOTYT BO3HUKHYTb COMHEHUS B ero 3G deKTuB-
HOCTH.

OmHako, KaK CKOpo OymeT rmoka3aHo, Ansible umeeT ropasmo 6osee mim-
pPOKIe BO3MOKHOCTH, YeM CIIeHapuM KOMaHAHOM 060mouku. Kak yxke yro-
MMHAI0Ch, MOAYy/IM Ansible rapaHTUPYIOT UIEMIIOTEHTHOCTD, Ansible umeer
MIPEBOCXOAHYIO MOAIEPKKY IIa0JI0HOB U TTepeMEHHBIX C pPa3HbIMM 00/1aCTsI-
MM BUAMMOCTH. JIF060I1, KTO CUMTAET, UTO CyTh Ansible 3akiouaeTcst B pa-
60Te CO CIleHapUsSIMM KOMaHIHOW 060JI0UKM, HUKOTIa He 3aHMMAJICS TOI-
Iep>KKOJ HETPMBUAIbHBIX ITPOTPAMM Ha sI3bIKe 060109KM. Ecyii ecThb BBIOOD,
s mpenmnouty Ansible ciieHapusim KOMaHIHOI 060TOUKNA.

Ymo 5 do/mueH 3Hamsb?

st abdexTuBHOM paboTsl ¢ Ansible He06X0AMMO 3HATH OCHOBBI aMMU-
HUCTPUPOBAHMS OmlepaMoHHOoI cucTembl Unix/Linux. Ansible mo3BossieT
aBTOMATM3MPOBATh MPOLECCHI, HO He SBJISETCS BOMIIEOHBIM MHCTPYMEH-
TOM, CITOCOOHBIM BBITIOJTHSITh OTlepaIy, KOTOpble Bbl HE 3HAeTe, KaK BbI-
TTOJTHUTb.

YuraTenu JaHHO KHUTY TOKHBI ObITh 3HAKOMBI 10 KpaifHel Mepe ¢ Ofi-
HuM 13 auctpubyTusos Linux (Ubuntu, RHEL/CentOS, SUSE u nip.) 1 moHu-
MaTh, KaK:

e TIOOK/IIOYNTHCS K yOAJeHHOI MalliHe yepe3 SSH;

e paboTaTh B KOMaHJHOJ cTpoKe Bash (kaHasbl 1 TepeHanpaBieHne);
e YCTaHABAMBATb [AKeThbl IPUIOKEHWIA;

* JCIIOJB30BaTh KOMaHy sudo;

e IIPOBEPSITH M YyCTAHABIMBATDb pa3pelieHus 411 Qaiiios;

* 3aITyCKaTh ¥ OCTAHABIUBATbH CITYKOBI;

* YCTaHAB/JIMBATb [IepeMeHHble OKPYKeHUS;

e MMCaTh CIleHapuM (Ha JI0O00M SI3BbIKE).

Ecwiu Bce 5TO BaM M3BECTHO, TO MOKETE CMEJIO MPUCTYIIAaTh K paboTe ¢
Ansible.

S He mpepIIONara, YTO Bbl 3HAeTe KaKOJ-TO OIpeIe/IeHHbIN SI3bIK IIPO-
rpaMmMupoBaHus. Hanpumep, Bam He HY>KHO 3HaTh Python, eciiut BbI He co-
O6upaeTech CAMOCTOSITEJIbHO MICATh MOIYIIN.
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O yem He pacckaseieaemcs e 3moli KHuze

OTa KHUTa He SIB/ISIETCS MCUYEPIbIBAIIINM PYKOBOJACTBOM IO pabore C
Ansible. OHa M03BoJIsSIeT MOATOTOBUTHCS K UCIIOIb30BaHMIO Ansible B kpaT-
yajilye CPOKM U TaeT ONMCaHMe HEKOTOPbIX 3a7a4, KOTOPbIe HeJIOCTATOYHO
TIOJTHO OMMCHIBAIOTCS B 0UIIMATbHONM TOKYMEHTaIMN.

KHura He omuchiBaeT MCMOAb30BaHMs oduUlIMaIbHBIX Mopayneii Ansible.
Vx 6o0nee 3500, ¥ OHM TOCTATOUYHO XOPOIIIO IIPEACTaBIeHbI B 0PUIIMaIbHOI
IOKyMeHTaluu. [Ij1s1 MpocMoTpa CIIpaBOYHOM JOKYMEHTAIIUMU U CITCKA MO-
ITyJei, ymoMMHaBIIMXCS Bblllle, MOSKHO MCIT0/Ib30BaTh MHCTPYMEHT KOMaH/I -
HOJ CTPOKM ansible-doc.

['1aBa 8 0XBaThIBAET TOJIHKO OCHOBHbIE BO3MOKHOCTM MeXaHM3Ma II1ab/1o-
HOB Jinja2, IJ1aBHBIM 00pa30M ITOTOMY, YTO aBTOPBI MCITOIb3YIOT TOIbKO Ca-
Mble OCHOBHbIe (YHKIIMM Jinja2 mpu pabote ¢ Ansible. [Ijist 60/ee riry6oKo-
ro 3HAKOMCTBa Jinja2 ob6paiaiTech K 0GUIMAIbHON JOKYMeHTaIun Jinja2
(https://oreil.ly/LAXa7).

Kuura He maeT 1eTaJbHOTO OMMCAaHVS HEKOTOPBIX BO3MOXKHOCTeM Ansible,
MCMOJIb3yeMbIX B OCHOBHOM JJIs1 TTOJIEPsKKM paHHMUX Bepcuii Linux.

HaxkoHell, HeKOTOpble ocobeHHOCTM Ansible Mbl He Gymem paccmaTpu-
BaTh, IIPOCTO YTOOBI He YBEIMUMBATD M 6€3 TOro HeMasiblii 06beM KHUTM.
[IJ1sT 3HAKOMCTBA C 3TMMM OCOOEHHOCTSIMM OOpalaiTech K 0pUIMaTbHOM
IoxkymeHTaluu (https://docs.ansible.com/).

lMoexanu!

B 9T071 BBOIHOJA IJ1aBe MbI B 001X YepTaxX pacCMOTPEIV OCHOBHBIE TTIOHSITHS
Ansible, B ToM umciie 0cCO6€HHOCTM B3aMMOMEICTBII C yIaJIeHHBIMU CEpBe-
pamu U OTAUUMS OT APYTUX MHCTPYMEHTOB yIIpaBjaeHUs KOHGUTYypalusIMu.
B cremyrommx maBax o6CykaaeTcst TpaKTMuecKoe MCIToab30BaHme Ansible.


https://oreil.ly/LAXa7
https://docs.ansible.com/

naBa

YcTaHOBKa M HaCTpoMKa

Cucrema Ansible Hanucana Ha Python 1 npegHa3HaveHa 1Sl UCITIOJIb30Ba-
HMS B onlepaliMOHHbIX cucTteMax Linux/macOS/BSD. C apyroit CTOpoHbl, OHa
MOXKeT yIpaBJisITh KOH(Urypalueit Bcex TUIIOB OIepalOHHbIX CUCTEM M,
Kak MpaBujio, He TpebyeT HMUEro yCTaHAaBAMBATD B lieJieBble CUCTEMbI IIpU
yCJI0BUM, UTO B cucTemax Linux/macOS/BSD ycranosien Python, a B Win-
dows ycraHoBsieH PowerShell. O6p14yHO MHOTME ycTaHaBIMBalOT Ansible Ha
CBOIO pabouyIO CTAHIIMIO, HA KOTOPOII JOJIKEH OBbITh ycTaHOBJIeH Python 3.8.

YcmaHoeka Ansible

B HacTosiee BpeMsi Bce OCHOBHbIe AMCTPUOYTMBBI Linux BK/IIOUAIOT Ma-
keT Ansible. [ToaTomy, ucnonb3ywune Linux cMoryT yctaHOBUTb Ansible,
MCIIONb3Ysl BCTPOEHHBIN AucIieTyep naketoB. Ho MmeiiTe B BUAy, UTO 3TO
MOXeT ObITh He camas mocienHsisi Bepcust Ansible. Eciu Bl ucmonb3yere
macOS, To 1 peKOMeHAYyI MCIIOAb30BaTh I yCTaHOBKM Ansible 3ameua-
TeJbHBII AycrieTyep maketoB Homebrew:

$ brew install ansible

Ha no6om kommbioTepe ¢ Unix/Linux/macOS MOKHO Takske YCTAaHOBUTH
Ansible ¢ momonibpio ogHOrO U3 AMCIeTUYepoB MmakeToB Python u c ero xe
MTOMOIIbIO J06aBUTh MHCTPYMEHTHI M 6M6MoTeku Ha Python, koTopbie Mo-
TYT BaM MIPUTOAUTHCS, TIPU YCJIOBUM, UTO BbI J0OaBUTE ~/.local/bin B CIIMCOK
IyTeil B IepeMeHHOVi OKpy>keHMsI PATH. Eciiu Bbl ripenmnouTeTe Ansible Tower
mwit AWX, TO yCTaHOBUTE COOTBETCTBYIOILYIO BEPCUIO ansible-core.

$ pip3 install --user ansible==2.9.27

I[Tpu ycraHoBKe Bepcuu Boitre 2.10 (Hampumep, 5.9.0), pip3 Takke ycTaHO-
BUT BCe CTaHAAPTHbIE KOJJIEKIINHA, CJIEAYS TIPUHITUITY «BCE BKIIFOUEHO».
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MNpn paboTe C HeCKONbKMMM NpoekTaMu yaobHO YCTAaHOBWTb
Ansible B BupTyanbHoe okpyxeHue Python (virtualenv). 310 n3-
6aBMT BaC OT KOH(AMKTOB C CMCTEMHOM yCTaHOBKOW Python u
OT 3arpoOMOXAEHUS MOJIb30BATENbCKOIO OKPYXeHUs. Mcnonb3ys
moaynb Python venv 1 pip3, MOXHO YCTaHOBUTb B KaXkAblM Npo-
€KT TOJIbKO TO, YTO AENCTBUTENbHO HEOBX0AUMO:

$ python3 -m venv .venv --prompt A
$ source .venv/bin/activate

(R)

[ocne akTMBauUMM BUPTYANbHOrO OKPYXEHWS nNpurnalieHne
KOMaHAHOM 060104KM CMEHUTCS Ha (A) AN HANOMMHAHMS. Bbiit-
TU U3 BUPTYaNIbHOTO OKPYXXEHUS MOXHO KOMaHAO0M deactivate.

BosmoxkHOCTb 3amycka Ansible B Windows oduiinaabHO He MOIIEPKU-
BAeTCsl, HO Bbl CMOKeTe YIpaBysiTh cucreMamyu Windows ymajaeHHO C I0-
Mo1nbio Ansible, ncronb3ys PowerShell mosepx WinRM!.

3anyctutb Ansible Ha xocTte ¢ Windows (T. e. MICNONb30BaTh Ma-
wuHy ¢ Windows B ponu ynpasnsitoWwen MallnHbl) BCE e BO3-
MOXHO, HO Npu 3TOM 3anyckaTb Ansible cnepyet B noacucteme
Windows png Linux (WSL2) . Ha npakTuke 3T0 03HayaerT, YTo Bbl
6ynete 3anyckatb Ubuntu psgom ¢ Windows Ha 0HOM KOMIMbHO-
Tepe. WSL2 - 310 nogcucteMa, KOTOPYO MOXHO aKTMBMPOBATb B
Windows 10 Home Edition (v 6onee no3gHux Bepcusx). OHa He
nopaepxusaetcs Ansible n noaTomMy He [OMKHA MCNONb30BATH-
€S AN9 ynpaBneHns NpoMbILUAEHHbIMU CuCTeMaMu. [1ns ycTaHoB-
kn Ansible B8 WSL2 BbinonHuTe cnenyrowme KOMaHabl:

sudo apt-get update

sudo apt-get install python3-pip git libffi-dev
libssl-dev -y

pip3 install --user ansible

[JononHutenbHble 3aBUCUMOCTU

[Tnaruubl 1 momynau Ansible MoryT morpe6oBaTh YCTaHOBUTD TOIIOTHM-
TeNnbHble OMOGMMOTeKM Python. Hampumep, mjst ympaBiaeHUsI CUCTeMaMu
Windows n Docker HY;KHO yCTaHOBUTb CJIEAYIOLIME Be OMOMMOTEKM [IJIsSt
Python:

(A) pip3 install pywinrm docker

L' Yro6b1 y3HATD, TOYEMY ODUIMATBLHO HE TIOAAEPKIUBAETCS BOSMOKHOCTD 3ammycka Ansible B Windows,
npountaiite cratbio «Why No Ansible Controller for Windows?» (https://oreil.ly/xrtnD) B 6;ore MarTa
IsBuca (Matt Davis).


https://oreil.ly/xrtnD
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B HEKOTOpPOM CMbIC/Ie BUPTYaJbHOE OKpy:kKeHue Python 6buTO mpepiie-
CTBEHHMKOM KOHTEJTHEepOB: OHO IT03BOJISIET M30/IMPOBAaTh OMOIMOTEKN 1 U3-
0eskaTh «ajia 3aBUCUMOCTEI».

3anyck Ansible B KOHTeliHepax

B komruiekT Ansible BXOmuT ansible-builder — MHCTPYMEHT, TOMOTAOIINIA
CO311aTh Cpey BBITTOJIHEHMS M OCYIIECTBIISITh 3aITycK Ansible B KoHTeliHepe
IJIST aBTOMAaTU3alMM y3KOCIeIMaan3upPoOBaHHbIX pabounx mpoieccoB. OH
OCHOBAaH Ha CTPYKType KaTaJOTOB ansible-runner. ATO CJIO’KHASI TeMa, M OHA
BBIXOJMT 3a paMKM JaHHOI IaBbl. OMHAKO Mbl BEpHEMCS K Heli B I1aBe 23 .

Bepcua Ansible pna paspabotunkos

[Tpy HaIMUMY sKeJIaHMS TI09KCIIePUMEHTUPOBATD C IMOCAeIHMMM BO3MOK-
HocTsiMM Ansible BbI MOXKeTe MTOTyYnTh HOBENIITYIO0 BEPCUIO M3 BETKM pa3pa-
6otk Ha GitHub :

$ python3 -m venv .venv --prompt S

$ source .venv/bin/activate

(S) python3 -m pip install --upgrade pip

(S) pip3 install wheel

(S) git clone https://github.com/ansible/ansible.git --recursive
(S) pip3 install -r ansible/requirements.txt

OmHako, UCIONb3ys Bepcuio Ansible st pa3paboTuMKoOB, BaM MPUAETCS
KaXK[IbIii pa3 3aImycKaTh Ceylome KOMaH/Ibl, YTOObI HACTPOUTH MEPEMEH-
HbIe OKPY>KeHMsI, BKJTI0Uast IepeMeHHYI0 PATH, UTOOBI Ballla KOMaHJHast 000-
JIOUKa 3HaJia, Ioe HaXOoOdaTCs MPOorpaMMBbI ansible U ansible-playbook:

(S) cd ./ansible
(S) source ./hacking/env-setup

lModzomoeka cepeepa 015 3KcnepumeHmMos

JlJis BBITIOJIHEHUS IIPUMEpOB, NMPUBEIEHHbIX B KHUTE, BAM HEO0OXOIMMO
nmeTh SSH-moCTyI 1 IpaBa I0/Ib30BaTesIst root Ha cepsepe Linux. K cuac-
TBIO, CETO/IHSI JIETKO ITOJYUYMUTh HEIOPOTroii JOCTYII K BUPTYa/JbHOI MallHe
Linux B 06111e4OCTYITHBIX 0OJIaUHBIX CTYKOaX.

MUcnonb3oBaHue Vagrant ANa NoAroToBKuU cepeepa

Ecsiu BbI TIpeiIiounTaeTe He TPATUThCS Ha 0GIauHble YCITYTH, TO S TIpeJiyio-
KU ObI YCTAHOBUTD Vagrant — OTVIMUHbBIN MHCTPYMEHT C OTKPBITBIM MCXO[I -
HBIM KOJIOM J1JIsl YIIpaBjieHMsI BUPTYyaabHbIMM MaliMHamu. C ero moMoiubo
MOYKHO 3aITyCTUTh BUPTYaJbHYIO MallMHYy ¢ Linux Ha HOyTOyKe, KOTOpas U
MOCJTYSKUT BaM CEepBepPOM [1JIsl SKCIIepUMEHTOB.
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Vagrant — oTIMuYHOE OKpYkeHMe JIJIsl TeCTUPOBaHus clieHapueB Ansible.
MbI yacTo ucrnoab3yem Vagrant rpu pa3paboTKe HAIIMX COOCTBEHHBIX CIie-
HapueB Ansible u mosTomMy 6yzeM MCIIOTb30BaTh €r0 Ha MPOTSKEHUM BCeii
KHUTU. Ho TecTupoBaHMe clleHapueB yIpaBjaeHUs KOHGuUrypaiueii He
eqMHCTBEHHOe MpeaHa3HaueHue Vagrant; M3HAYaJIbHO 3TOT MHCTPYMEHT
pa3pabaThIBaJICS AJISI CO3AAaHMSI BOCITPOM3BOAMMbBIX OKPY)KeHMI pa3paborT-
Ku. Eciv BaM JOBOAMIIOCH TIPUCOEIVHSITHCS K HOBOY KOMaHAe pa3paboTum-
KOB ITPOrPaMMHOI0 06ecreyeHus] M TPaTUTh HECKOJIbKO JTHell Ha BbISICHe-
HJe TOro, Kakoe MporpaMMHOe oOecIieueHye HYKHO YCTaHOBUTh Ha CBOJA
HOYTOYK, UTOOBI 3aITyCTUTh BEPCUIO IJIs1 pa3pabOTYMKOB, TO BbI HABEPHSIKA
3HaeTe, HaCKOJIbKO 60JIe3HEHHBIM MOKET ObITh 3TOT Ipoliecc. Vagrant cos-
JIaBajics AJ1s1 oberueHus aToii 6omm. CueHapuu Ansible — oTIMUHBIN CITOCOO
HaCTPOUTh MalIMHY Vagrant, YTOObI HOBMUKY B Ballleii KOMaHIe MOTIJIN ITPU-
CTYIIUTH K paboTe B IIePBbIi1 5Ke TeHb.

Vagrant TpebyeT yCTaHOBKM I'MIIepBM30pa, Takoro Kak VirtualBox. Cka-
yaiiTe VirtualBox, a 3aTem Vagrant. Vagrant umMeeT BCTPOEHHYIO MOJIIEPXKKY
Ansible, KoTOpoit MbI 1 BOCITO/Ib3yeMCSI B 3TOJ I71aBe JJ1s1 HACTPOVIKY MallH
Vagrant.

PekoMeH/Ty10 CO31aTh OTAEIbHbIN KaTayor Aj1s1 cileHapueB Ansible 1 mpo-
unux (aityioB. B ciemyoiieM npuMepe s co3[aa Takoi KaTajaor C MMeHeM
playbooks. CTpykTypa KaTaJloroB BaskHa ;151 Ansible: ecyiu pasmectuts daii-
JIbI B ITPaBUJIbHBIX MECTaxX, TO MO3auKa OyIeT CKIaabIBaThCS U3 OTAETbHBIX
KYCOYKOB 6€3 BCSIKMX ITpOOIeM.

BBITTOTHUTE CIeayIolie KOMaH Ibl, YTOObI CO3/1aTh KOHMUTYPAIMOHHBI
daiin Vagrant (Vagrantfile) myis 64-6uroro o6pasa BUPTYaJbHOI MallMHbI
Ubuntu/Focal 1 3ammycTuThb ero:

$ mkdir playbooks

$ cd playbooks

$ vagrant init ubuntu/focalé4
$ vagrant up

MNpu nepBOM 3anycke KOMaHAA vagrant up 3arpy3uT dain obpasa
BMPTYanbHOM MalUMHbI. Ha 3TO MOXeT noTpeboBaTbCs HEKOTOPOE
BpPEMS B 3aBUCMMOCTM OT Ka4eCTBa COEAMHEHUS C UHTEPHETOM.

B wryyae ycriexa Bbl yBUAMTE, KaK B OKHE TEpMMHAJIA TIOOETYT CIeayIomiye
CTPOKMU:

$ vagrant up default

Bringing machine 'default' up with 'virtualbox' provider...
==> default: Importing base box 'ubuntu/focalé4’...

==> default: Matching MAC address for NAT networking...
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==> default:
==> default:
==> default:
==> default:
default:
==> default:
default:
==> default:
==> default:
==> default:
default:
default:
default:
==> default:
==> default:
==> default:
==> default:
==> default:
default:

Checking if box 'ubuntu/default64' version is up to date...
Setting the name of the VM: default

Clearing any previously set network interfaces...

Preparing network interfaces based on configuration...
Adapter 1: nat

Forwarding ports...

22 (quest) => 2222 (host) (adapter 1)

Running 'pre-boot' VM customizations...

Booting VM...

Waiting for machine to boot. This may take a few minutes...
SSH address: 127.0.0.1:2222

SSH username: vagrant

SSH auth method: private key

Machine booted and ready!

Checking for guest additions in VM...

Setting hostname...

Configuring and enabling network interfaces...

Mounting shared folders...

[vagrant => C:/Users/basme/ansiblebook/ch02/playbooks

Terepb MOKHO ITOITPO60BATH 3aiiTH 1o SSH Ha Ballry HOBYIO BUPTYaJIbHYIO
marnay Ubuntu 20.04, BBITIOJIHMB CIeAYIOIIYI0 KOMaHOY:

$ vagrant ssh

Ecsiu Bce MpoIiio 671aromoayyHo, TO Bbl yBUAUTE IPUBETCTBME HA KpaHe:

Welcome to Ubuntu 20.04.2 LTS (GNU/Linux 5.4.0-72-generic x86_64)
* Documentation: https://help.ubuntu.com
* Management: https://landscape.canonical.com

* Support:

https://ubuntu.com/advantage

System information as of Sun Apr 18 14:53:23 UTC 2021
System load: 0.08 Processes: 118

Usage of /: 3.2% of 38.71GB Users logged in: 0

Memory usage: 20% IPv4 address for enp@s3: 10.0.2.15
Swap usage: 0%

1 update can be installed immediately.
0 of these updates are security updates.
To see these additional updates run: apt list --upgradable

vagrant@ubuntu-focal:~$

BBINOMHMB BXOZ, C TOMOLIbIO KOMaHABI vagrant ssh, BBl CMOYKETe B3aMMO-
IelicTBOBaTh ¢ KOMaHAHOI o6onoukoii Bash, Ho Ansible momkiouaeTcs K
BUPTYaJbHOI MallliHe C IOMOIIIbI0 00bIyHOTO KineHTa SSH. [laitTe Vagrant
KOMaH/y BbIBeCTM KOHpurypanmio SSH:

$ vagrant ssh-config
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BoT Kax BHIIJISAUT BBIBOA, 9TOV KOMaHIbI HA KoMITbIoTepe baca c Windows:

Host default

HostName 127.0.0.1

User vagrant

Port 2222

UserKnownHostsFile /dev/null

StrictHostKeyChecking no

PasswordAuthentication no

IdentityFile C:/Users/basme/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL

BoT cambie BaxkHbIe CTPOKM:

HostName 127.0.0.1
User vagrant
Port 2222
IdentityFile C:/Users/basme/.vagrant.d/insecure_private_key

HaunHas ¢ Bepcun 1.7, B Vagrant uameHuncs nopsigok pabortol
C 3aKpbITbiMK SSH-Kknto4amMu. HaumHaa ¢ atoi Bepcuu, Vagrant
reHepupyeT HOBbIM 3aKPbITbIM K4 419 KaXA40M MalwuHbl. bonee
paHHMe BepCumM UCMONb30BANM OAUH U TOT XKe K1k, KOTOPbIN No
yMOJYaHuio xpaHuncsa B kartanore $HOME/.vagrant.d/insecure_
private_key. [Tpumepbl B 3TOM KHUre OCHOBaHbI Ha Vagrant 2.2.

Y Bac CTPOKM AOJIKHBI BBITJISIIETD ITOX03KE, 38 UCKIIOUEeHMEeM MeCTa XpaHe-
Hus daiia uaeHTUhUKAINN.

[TpoBepbTe, CMOSKETE IV BbI 3alTyCTUTh HOBBIV SSH-ceaHC 13 KOMaHAHOM
CTPOKM, UCTTIONb3YS 3Ty MHbopmaimio. Komanaa SSH Takke rmpaBmMIbHO pa-
6oTaeT, ecyin et repenaTb OTHOCUTEIbHBIN MYTh MPU 3aITyCKe B KaTajaore
playbooks:

$ ssh vagrant@127.0.0.1 -p 2222 \
-1 .vagrant/machines/default/virtualbox/private_key

BbI TOJKHBI YBUIETD IIpUrIanieHne K BBoay B Ubuntu. Beegure exit, 4To-
6561 3aBepmInTh SSH-ceaHc.

Mepepaua nupopmauum o cepsepe B Ansible

Ansible MoskeT yrpaBJisSITh TOJIbKO M3BECTHBIMMU €1 cepBepamMu. [lepenaThb
nHdopmaiuio o cepepax B Ansible MmoxkHO B daitne peecmpa (inventory).
MbI 06BIYHO CO3/TaeM KaTajIoT inventory, B KOTOPbIiI cCOXpaHsieM 3Ty uH}op-
MaIuio.

$ mkdir inventory
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Kakmomy cepBepy JO/DKHO OBITH IIPMCBOEHO UMS IIJIT UAEHTUGUKAIUNA B
Ansible. C 3T071 11€J1b}0 MOKHO MCITOJIb30BaTh MMSI XOCTa MUJIM BbIOPATD APY-
roit nceBgoHuM. C MMeHeM TaKXKe JO/DKHBI OTpedensTbCs TOTOTHUTEb-
Hble TapamMeTpbl MOAKIIOUeHMs. [IpucBOMM HalllemMy cepBepy MCeBIOHUM
testserver.

Co3spmaiiTe B KaTajore inventory TeKCTOBbIN (ait. Ecin B poiy TeCTOBOTO
cepBepa Bbl UCIIOJIb3yeTe BUPTYa/bHYI0 MalllMHy Vagrant, To fnaiite daiiry
ums vagrant.ini, eIy Bbl UCIIONAb3yeTe MalHbl Amazon EC2, To Ha30BUTE
daiin ec2.ini. imeiiTe B BUy, UTO, HECMOTPSI Ha paciipeHue .ini B MMeHax
3TuX aityioB peecTpa, OHM He ceayioT mpasuaam odhopmiaenus INI-daiinos,
orpenesieHHbIM B Microsoft. B uactHocTy, INI-daiinbl Bcerma COCTOSIT U3 map
KJIl04/3HaueHue, UTO He BCcerga BepHo 181 (hailyioB peecTpa.

®aiinbl .ini 6yayT CAYXUTH peecTpoM it Ansible. OHM ompenensiioT UH-
(dbpacTpyKTypy /IS YIIpaBIeHNs B IPyIlnaxX, 0003HaUeHHbIX MMEeHAMM B KBa-
IOpaTHbIX cKoOKax. Ecin BbI Mcronb3yere Vagrant, To comep>kumMoe Balliero
(daiina mOmMKHO BBIMISAETh Kak B mpumepe 2.1. I'pyrimna [webservers] BKIIIO-
YyaeT OOMH XOCT: testserver. 34,€Cb MOXHO 3aMETUTb OOUH U3 HELOCTATKOB
MCITONMb30BaHusl Vagrant: Heo6XogMMoCTh nepenaun B Ansible moromHu-
TeJIbHBIX TAHHBIX — IIePeMEeHHbIX Vars, — OnpeesioX mapaMmeTpbl MO/ -
KJIIOUEHMSI K TPYIIIe. B pealbHbIX OKPYKEHUSIX 3TU IIepeMeHHbIe 0ObIYHO He
HY>KHBI. C IPyro¥ CTOPOHBI, €C/IV BbI MICITOJIb3YeTe OKPYKEHMUS [IJIT 00KaTKM
C pa3HbBIMM TTapaMeTpamy 6€30MacHOCTH, TO peecTp — OTVIMYHOE MeCTO st
onpeneneHus 3TUX pasjINduii.

Mpumep 2.1. inventory/vagrant.ini

[webservers]
testserver ansible_port=2222

[webservers:vars]

ansible_host=127.0.0.1

ansible_user=vagrant

ansible_private_key file=.vagrant/machines/default/virtualbox/private_key

Ectu mpedrionoskuTb, 4To y Bac ectb Ubuntu-marinHa B 061ake Amazon
EC2 ¢ umenem xocra ec2-203-0-113-120.compute-1.amazonaws.com, TO CO-
nepskumoe (aityia peectpa OyIeT BbITJISIIETb TaK:

[webservers]
testserver ansible_host=ec2-203-0-113-120.compute- 1.amazonaws.com

[webservers:vars]
ansible_user=ec2-user
ansible_private_key file=/path/to/keyfile.pem
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Ansible nooaepxxvBaeT NporpamMMy ssh-agent, MO3TOMY HET He-
06X0AMMOCTU SIBHO YKasbiBaTb darinbl SSH-knuen B peectpe.
Ecnu Bbl BXOAWTE B CMCTEMY CO CBOMM COBCTBEHHBIM MAEHTUDU-
KaTOpOM M0/1b30BaTeNs, TO BaM TOXKE He NPUAETCS YKa3blBaTb UX.

YT06BI TPOBEPUTH CITOCOOHOCTH Ansible MOAKIIOUNTHCS K CepBepy, UC-
MOJIb3yeM YTUIUTY KOMaH/IHOV CTPOKM ansible. MbI OyzieM I1OJIb30BAThCSI €10
JIUIIb U3PEeKa, B OCHOBHOM [IJISl pellieHMsI crieliduueckux 3aiad.

[Tortpocum Ansible ycTaHOBUTD coefviHEHME C CepBepoOM testserver, yKa-
3aHHBIM B aiisie peectpa vagrant.ini, ¥ BbI3BaThb MOJY/Ib ping:

$ ansible testserver -i inventory/vagrant.ini -m ping

Eciu Ha yokanbHOM SSH-K/IMeHTe BK/IIOUEHA IIPOBepKa KIIKoueli XOCTa,
BbI YBUIMTE HEUTO I0XOKee Ha MepByIo NOMbITKY Ansible moaxmounTbes K

cepBepy:

The authenticity of host '[127.0.0.1]:2222 ([127.0.0.1]:2222)' can't be
established.

ED25519 key fingerprint is SHA256:612Lg8/EBqMFstGNPqFtLychVkxRxqdvRhvL1v/T31E.
Are you sure you want to continue connecting (yes/no)?

IIpocTo BBeOuTe yes.
B cnydae ycnexa MOSIBUTCST CJIEAYIONIUN Pe3y/IbTaT:

testserver | SUCCESS => {
"ansible_facts": {
"discovered_interpreter_python": "/usr/bin/python3"

1
"changed": false,
Ilp.'Lng“: llpongll

Ecnn Ansible coobwmT 06 owmnbke, To [06aBLTE B KOMaHAy dnar
-vvwv, YTOObI NoNyYnTh 6onble MHhopMaLmm 06 owmnbke:

$ ansible testserver -i inventory/vagrant.ini -m ping -vvwv

MpbI BUAMM, YTO KOMaH/a BBIIIOJTHUIIACH YCIIelIHO. YacTh OTBeTa "changed":
false TOBOPUT O TOM, UTO BBIIIOJTHEHME MOAYJISI HE M3MEHUJIO COCTOSSHUS
cepBepa. TekcT "ping":"pong" SIBJISIETCSI XapaKTEePHOJM OCOOEHHOCTHIO MO-
Oy ping.
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Moysib ping He TIPOU3BOAUT HUKAKUX M3MeHeHMi. OH JIulllb TpoBepseT
crtoco6HOCTh Ansible HauaTh SSH-ceaHC ¢ cepBepOM U MOXKET ITPUTOAUThCS
B Hayasie 6O/BILIOTO CIeHAPUSI.

YnpouweHue 3aaauun ¢ noMolubio daina ansible.cfg

Ham nmpuiiock BBECTY MHOTO TeKcTa B (haiii peecTpa, YTOOBI TPOBEPUTH
BO3MOKHOCTD ITOJIK/IIOUEHMsI K TecToBoMy cepBepy. K cuactbio, Ansible
MOIeP>KMBAET HECKOIbKO CIIOCOO0B Mepeaauy Takoi MHGopMauumn, 1 Mbl
He 00s13aHbI TPYNIIMPOBATH €e B ogHOM MecTe. Ceifuac Mbl BOCITOIb3yeM-
€SI OMHUM M3 TaKUX CII0co60B — daitiom ansible.cfg — v onpegenuM B HeM
HEKOTOpbIe HACTPOMKY MO YMOTYAHUIO, YTOOBI IOTOM HaM He MPUIIOCh
HabMpaTh TaK MHOTO TEKCTA.

Fae nyywe xpaHutb daitn ansible.cfg?

Ansible 6yaet uckatb dann ansible.cfg B cnepytowmx Mectono-
NOXEHUAX B YKA3aHHOM MopsakKe:

e dann, ykasaHHbIi B nepemMeHHon okpyxeHus ANSIBLE_
CONFIG;

e /ansible.cfg (ansible.cfg B Tekywem kaTanore);

e ~/ansible.cfg (.ansible.cfg B Bawem foMallHeM KaTanore);

e /Jetc/ansible/ansible.cfg (Linux) wnu /usr/local/etc/ansible/
ansible.cfg (BSD).

S1 0ObI4HO XpaHto ansible.cfg B Tekywem kaTanore BMecTe CO
CLUEHapMUAMK. ITO NO3BOJNISIET XPaHUTb €r0 B TOM XXe pPeno3unTo-
pUK, TOE XPAHATCS MOM CLEHapuu, a Takke AaeT BO3MOXHOCTb
€03[3aBaTb KOHUIypaUWOHHble $ainbl OTAENbHO AN KAXKAOro
npoekTa.

B nmpumepe 2.2 mokasaH ¢aiin ansible.cfg, onpemensiionii MecTomnoIoxe-
Hue ¢aiiia peectpa (inventory) u mapaMeTphbl, BAusIone Ha paboTy Ansible,
HampuMep Ha popmMaTupoBaHye BbIBOAA.

YueTHas 3aMMCh 1151 BXOAA U COOTBETCTBYIOLINI 3aKPbIThIN KIt0Y SSH mo-
TyT 3aBMCETh OT UCITOJIb3YEeMOI'0 peecTpa, IT03TOMY OJIOK vars ¢ mapaMmeTpa-
MM TIOAK/TIOUeHUS Jyulle no6aBisiTh B Gaiin peectpa, a He B daiin ansible.
¢fg. OmHako mo6aBeHye MMeHu ¢aiiia 3aKpbITOro Kiroua B daiin ansible.cfg
i B haiibl peecTpa caenaeT KOHGUTYypaluo MeHee I'MOKOi ¥ YMeHBIITUT
BO3MOKHOCTbH COBMECTHOTO MCIIO/Ib30BaHMSI Balllero MPOeKTa HeCKOIbKUMMU
M0JIb30BaTeNSIMU. AJIbTePHATUBHOE pellleHre — HesBHOe MCIOIb30BaHMe
KoHurypamyumu SSH.

B namem mpumepe KoHburypamuu B ansible.cfg mpoBepka SSH-Kioueii
XOCTa OTK/IIOUeHa. DTO yIo6HO mpu paboTe ¢ Vagrant, TOTOMY UTO MHaYe T0-
Tpe60oBaI0Ch ObI BHOCUTH M3MeHeHMsI B paiin ~/.ssh/known_hosts Kaskmblii pas,
KOTIa yaassieTCs: MMEeOIIMIACS MIM CO3[aeTCsl HOBBI Vagrant-cepBep. OmHa-
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KO OTKJIIOUeHMe MIPOBEPKY KY€l [I7151 CEPBEPOB B CETU HECeT OIpe/ie/ieHHbIe
PUCKMU.

Mpumep 2.2. ansible.cfg

[defaults]

inventory = inventory/vagrant.ini
host_key checking = False
stdout_callback = yaml

callback enabled = timer

Ansible u cuctrema ynpaeneHus sepcusamu

Ansible no ymonuaHuio xpaHuT peectp B (dainne /etc/ansible/
hosts. XpaHeHune peecTpa B O4HOM KaTanore CO CLEHapUsSMU U
ApyruMu aptedaktaMu faeT BO3MOXHOCTb MCMOMb30BaTb KOH-
KPETHbIN peecTp ANS KaXAOro MpoekTa, a He ToAbKo rnobanb-
HbIi. HO ecnu oToenuTb NpoeKT OT peecTpa, To ero byaert npolye
NMOBTOPHO MCMONb30BaTh HA MALUMHAX, MPUHAANEXALUMX APYTUM.

XoTs pabota ¢ cucteMaMu yrnpaBneHus BepcusmMu He 3aTparvea-
€TCS B 3TOM KHWTre, | HACTOSTENbHO PEKOMEH/YIO MCMONb30BaTh
[NS yNpaBneHus CueHapusMu cuctemy, nogobHyto Git. Ecnm Bbl
pa3paboTymk nporpaMMHoro obecneyeHus, TO HaBEpPHSKa 3Ha-
KOMbI C CMCTEMAaMM yNpaBiaeHus BepcusMu. Ecim Bbl cUCTEMHBIN
aAMMHUCTPATOP M Npexae He Nonb30BaNnCh UMUK, TOTAA 3TO XO-
pOLUMI NOBOJ, HA4YaTb 3HAKOMCTBO.

C HacTpoiKaMM 10 YMOJIUaHMIO MOXKHO 3armyckaTb Ansible 6e3 kitoua -i
C MMEHEM XOCTa:

$ ansible testserver -m ping

Ham HpaBUTCS UCITOTb30BaTh MHCTPYMEHT KOMAaH/IHO CTPOKM ansible AJIsI
3aITycKa MPOM3BOIbHBIX KOMaH[ Ha yaaJlleHHbIX cepBepax. [I[pon3BobHbIE
KOMAaH/Ibl TAaK’Ke MOYKHO BBITIOJTHSITD C ITOMOIIbIO MOMYJISI command. [Tpu 3ary-
CKe MOZIYJIs HeOOXOMMO yKa3aTb apTyMEHT -a C 3aITyCKaeMOoii KOMaHI0ii.

Hampumep, BOT Kak MOXKHO ITPOBEPUTH BpeMsI pabOThI cepBepa ¢ MOMEHTa
MOC/IeTHEeTO 3aIycKa:

$ ansible testserver -m command -a uptime
Pe3ynbTaT IOJKEH BBIIVISETh IIPUMEPHO TaK:

testserver | CHANGED | rc=0 >>
10:37:28 up 2 days, 14:11, 1 user, load average: 0.00, 0.00, 0.00

MOL[YJII: command MCITOJIb3YeTCSI HACTOJIbKO YaCTO, UYTO CAEIaH MOLYJIEM 10
YMOJTYaHUIO, T. €. €0 MM MOXXHO OITYCTUTb B KOMaHe:

$ ansible testserver -a uptime
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Eciyu KoMaH1a B apryMeHTe -a COJIePsKUT MPOo6esTbl, TO ee He0OXOIMMO 3a-
KJIIOUUTb B KaBbIUKM, YTOOBI KOMaHIHas 06osouKka repepana Ansible Bcio
CTPOKY KaK eIMHbI apryMeHT. Harpumep, BOT KakK BBIIJIIAUT U3BJIeUEHNE
HEeCKOJIbKUX MMOC/eIHUX CTPOK U3 KypHana /var/log/dmesg:

$ ansible testserver -a "tail /var/log/dmesg"

BoiBog, BO3BpalilaeMblii MalllMHOM Vagrant, BEIISIAUT IPUMEPHO TaK:
testserver | CHANGED | rc=0 >>

[ 9.940870] kernel:

14:48:17.642147 main

VBoxService 6.1.16_Ubuntu r140961

(verbosity: 0) linux.amdé4 (Dec 17 2020 22:06:23) release log

[ 9.941331] kernel:
[ 9.941419] kernel:
[ 9.941506] kernel:
1
[

7:35:00 UTC 2021

9.941602] kernel:

[ 9.942730] kernel:

Verbose level = 0

[ 9.943491] kernel:

Supported (#1)

14:48:17.642148 main
14:48:17.642623 main
14:48:17.642718 main
14:48:17.642805 main

14:48:17.642895 main
14:48:17.642896 main
14:48:17.642896 main
(0SE)

14:48:17.644030 main

14:48:17.644783 main

Log opened 2021-04-18714:48:17.642143000Z
0S Product: Linux

0S Release: 5.4.0-72-generic

0S Version: #80-Ubuntu SMP Mon Apr 12

Executable: /usr/sbin/VBoxService
Process ID: 751

Package type: LINUX_64BITS_GENERIC
6.1.16_Ubuntu r140961 started.

vbglR3GuestCtriDetectPeekGetCancelSupport:

YT0OBI BBITIOJIHUTh KOMaH/y C TIPUBUIETUSIMMA ro0t, HY>KHO TepefaTh Ia-
pameTp -b WiIu --become. B aTOM citydae Ansible BBITTIOTHUT KOMaHIy om auua
(become) monb3oBaTesst root. B Unix/Linux 1Jist 5TOro 06bIYHO UCIIOIb3YeTCSI
TaKO¥ MHCTPYMEHT, KaK Sudo, KOTOPbIi HEOOXOAMMO HAaCTPOUTh. B ripume-
pax Vagrant B 3TOJ KHUTe 3TO ObIJIO CAeIaHO aBTOMATUYECKN.

Hamnpumep, ojst moctyta K /var/log/syslog TpeOyroTcst IPUBUIET A OOt :

$ ansible testserver -b -a "tail /var/log/syslog"
Pe3ynbTaT byAeT BLIrNIAAETb MPUMEPHO TaK:
testserver | CHANGED | rc=0 >>

sdb:

Apr 23 10:39:41 ubuntu-focal multipathd[471]:
Invalid argument

Apr 23 10:39:41 ubuntu-focal multipathd[471]:
data available

Apr 23 10:39:41 ubuntu-focal multipathd[471]:
data available

Apr 23 10:39:42 ubuntu-focal multipathd[471]:
Apr 23 10:39:42 ubuntu-focal multipathd[471]:
Invalid argument

Apr 23 10:39:42 ubuntu-focal multipathd[471]:
data available

Apr 23 10:39:42 ubuntu-focal multipathd[471]:

sdb:

sdb:

sda:
sda:

sda:

sda:

failed to get udev uid:
failed to get sysfs uid: No
failed to get sgio uid: No

add missing path
failed to get udev uid:

failed to get sysfs uid: No

failed to get sgio uid: No
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data available

Apr 23 10:39:43 ubuntu-focal systemd[1]: session-95.scope: Succeeded.

Apr 23 10:39:44 ubuntu-focal systemd[1]: Started Session 97 of user vagrant.

Apr 23 10:39:44 ubuntu-focal python3[187384]: ansible-command Invoked with
_raw_params=tail /var/log/syslog warn=True _uses_shell=False stdin_add_newline=True
strip_empty ends=True argv=None chdir=None executable=None creates=None
removes=None stdin=None

Kak Buaute, Ansible dbukcupyet cBou neiictBus B syslog.

YTunura ansible He OTpaHMYMBAETCS MOAY/ISIMU ping U command: BbI MOXKETe
MCITO/Ib30BaTh JTF000 MOAY/b 110 KesaHuio. Hampumep, ciemyrolieit KoMaH-
noii MoskHO yctaHoBUTh NGINX B Ubuntu:

$ ansible testserver -b -m package -a name=nginx

Ecam yctanoButb NGINX He ymanoch, To, BO3MOXHO, HY)KHO 06-
HOBWTb CMMCOK NakeToB. YToObl Ansible BbINONHWMNA SKBUBANEHT
KOMaHAbl apt-get update nepen YCTAaHOBKOW MakKeTa, 3aMeHuTe
ApryMeHT name=nginx Ha name=nginx update_cache=yes.

Mepe3sanyctntb Nginx MOXHO Tak:

$ ansible testserver -b -m service -a "name=nginx state=restarted"

IToCKOJIBKY TOJIBKO I10JIb30BaTeNlb root MOKeT ycTaHOBUTD IakeT NGINX u
repe3aryCcTUThb CIYK0bl, HEOOXOAMMO YKa3aTh apryMeHT -b.

OcTaHOBKa TeCToBOro cepeepa

B 5T0it KHUTE MbI OyIeM COBEpPIIeHCTBOBATh HACTPOIKY TECTOBOIO Cep-
Bepa, T03TOMY He MIPUBSI3bIBAMTECH K CBOE TTePBO BUPTYIbHON MalllliHe.
IIpocTO OCTaHOBUTE €e KOMaHOOM:

$ vagrant destroy -f

Yoo6Hele Hacmpoiiku Vagrant

Vagrant nopaepkuBaeT MHOKeCTBO KOH(PUIYpalMOHHBIX TTapaMeTpOB ISt
HaCTPONMKM BUPTyaTbHbIX MAIlIMH, HO Ba U3 HUX OCOOEHHO IOJIe3HbI TIpU
MCII0/Ib30BaHMM Vagrant [jis1 TECTUPOBaHMSI : YCTaHOBKA OITpeneneHHOro IP-
aJipeca ¥ BKJIIOUEHMe Tlepeagpecalyy areHra.

Mepeappecauunsa nopros u yacTHble IP-appeca

Korma BbI co3maeTe HOBbIM Vagrantfile komaHmoii vagrant init, ceTeBas
KOH(UTYpaIys Mo yMOJTUaHUIO MTO3BOJISIET TOTYUUTD JOCTYIT K BUPTYaTbHOI
MaimHe Vagrant TonbKo yepes3 mopT SSH, KOTOpLI mepeagpecyeTcs C JIo-
KaJIbHOTO X0cTa. [I7s1 maimHbl Vagrant, 3amyckaemoii 1epBoii, Ha3HayaeTcst
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rmopT 2222, a A1 KaKO0ii MouIeayooleil 6yneT Ha3HauyaThCs OPYroii MopT.
Kaxk pe3ynbraT, eIMHCTBEHHBIN CITOCO6 MOMYUYMTD JOCTYII K MalHe Vagrant
¢ KoHuUrypauuei mo yMmoa4aHMUIO — 3TO MOAKIIOUUTHCS 1O SSH K localhost
yepes nopt 2222. Vagrant nepeanpecyeT 3TOT IMOPT B IOPT 22 BHYTPU BUPTY-
QJIbHOM MallIMHBI Vagrant.

Ota KoHUrypalus 1Mo yMOJIYaHMIO He O4YeHb yJ0OHa AJISI TeCTHMpOBa-
HMS Be6G-TIPUIIOKEHM, [IOTOMY UTO BeO-IpWIOKeHMe OyIeT MPOUIyIINBaTh
MOPT, K KOTOPOMY Y HAcC HeT JOCTYIIa.

EcTp nBa criocoba pemmTh 3Ty mpobnemy. OOVH M3 HUX: HAaCTPOUTH B
Vagrant nepeajpecaliyio JOMOJHUTEIbHBIX TOPTOB. Haripumep, ecyin Baiie
BeO-TIpujIokeHue mpoctyimBaeT rmopt 80 BHYTpM MaiuHbI Vagrant, ToO
Bbl MOXeTe HacTpouTh nepeagpecanunuto nopra 8040 JOKaJIBLHOIO XOCTa B
noptT 80 Ha mammHe Vagrant. TOUHO Tak ke MOXKHO IepeasipecoBaTh JIOKaJIb-
HbIV TOpT 8443 B 1OPT 443 TOCTEBOI CUCTEMBI.

Kak mokasaHo Ha puc. 2.1, Mbl HacTpouM Vagrant Tak, YTOObI 3aIIPOCHI
6pay3sepa, rocrymnaloriye B moptsl 8080 1 8443, Halla JIoKaJIbHAsT MalllMHa
rnepeaapecosbiBaia B opThl 80 1 443 Ha MaluuHe Vagrant. 3TO MO3BOIUT
HaM IOJTYYUTb IOCTYII K BeO-cepBepy, paboTraminemMy BHyTpu Vagrant, o6pa-
tuBimch o URL http://localhost:8080 u https://localhost:84435.

-

VnpaBnmou.Laﬂ MallKhHa

GET http://localhost:8080
p://Localhos > 8080]---) 80 ]

Malumna Vagrant

GET http://localhost:8443
L

8443]---> 443 ]

—

bpaysep

\

Puc. 2.1. Skcnopt noptoB Ha MawwmHe Vagrant

B mpuMepe 2.3 moKa3aHO, KaK HACTPOUTH Iepeagpecaliio IopToB B ¢aii-
nie Vagrantfile.

Mpumep 2.3. Mepeanpecauuns nokanbHoro nopta 8000 B nopt 80 MawwmHbl Vagrant

# Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# [pyrue KOHOMUrypauMOHHbe NapaMeTpsl HE NOKa3aHbl
config.vm.network :forwarded_port, host: 8000, guest: 80
config.vm.network :forwarded_port, host: 8443, guest: 443
end

[Tepeagpecaliysi MOPTOB AJ1S1 APYTMUX MalllH B JIOKAJIbHOV CeTU TOXe OyzeT
BBITIOTHSTBCS, IO3TOMY MbI CUMTaeM Oojiee MOJIe3HbIM Ha3HAUaTh KaXKI0ii
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mammHe Vagrant csoit [P-aapec. Ilpu TakoM mopxone B3auMOAENCTBUE C
HMMM CTAHOBUTCS GOJIbIIIE TTOXOKMM Ha B3aMMOEICTBME C YaCTHBIMU ya-
JIEHHBIMM CepBepaMM: Bbl MOXXeTe HAIpsIMyI0 MOAKIIOUUTLCS K mopTy 80
MalllMHBbI ¢ yKa3aHHbIM [P-afgpecomM, a He K jiokaabHOMY rtopTy 8000, 1 TOJb-
KO BbI CMOXXeTe 3TO Ce/laTh, eC/IV He CTaHeTe HaCTpauBaTh Mepeajipecaiuio
MOPTOB.

ITpocTeiimmit cmocob — Ha3HAYUTh MalllHe YacTHRIN IP-ampec. B mpume-
pe 2.4 moka3aHo, Kak Ha3HauuTh [P-agpec 192.168.33.10 BupTyasbHOM Ma-
mHe B daitne Vagrantfile.

Mpumep 2.4. HazHayeHune yacTHoro IP-agpeca mawuHe Vagrant

# Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# Ipyrve KOHQMIypauMOHHble MapaMeTphl He MOKa3aHbl

config.vm.network "private_network", ip: "192.168.33.10"
end

Ecmm Ha mammHe Vagrant 3amycTuTh BebG-cepBep, MPOCTYIIMBAIOIINIA
ropt 80, To 06paTUThCS K HeMy MOXKHO O6ynet 1o URL http://192.168.33.10.

B 3T0i1 KOHbUTYypaLUM UCIIOAb3YeTCsT uacmHas cems Vagrant. BupTyaib-
Hasl MalllxHa 6yJeT JOCTYITHA TOIbKO C MalllMHbl, TAe paboTraeT Vagrant. Boi
He CMOXKeTe MOIKIIOUNUTLCS K 3Tomy IP-ampecy ¢ gpyroit dbusmueckoit Ma-
LIVHBI, Ja’Ke eC/IY OHa HAaXOAUTCS B TOM JKe CeTH, YTO M MalllMHa, Ha KOTOPO
pabotaeTt Vagrant. OmHaKo pa3Hble MallMHbI Vagrant MOTYT IMOIK/ITIOYAThCS
APYT K OPYTY.

HornonHuUTenbHYI0 MHGOPMAIMIO O Pa3MUHBIX TTapamMeTpax HaCcTPOMKU
ceTy B Vagrant Bbl HalizeTe B moKyMeHTalyu (https://oreil.ly/EXVBL).

BknoueHne nepeappecaumm areHTa

Ecnu coeguusieTech ¢ ymajieHHbIM pernosutopueM Git uepe3 SSH u mc-
Mob3yeTe Mepeajpecaluio areHTa, TO BaM HY>KHO Takke HaCTPOUTb BUP-
TyaJbHYI0 MaluHy Vagrant Tak, yTo6bl Vagrant BK/IOUas repeagpecanmio
areHTa Mpy MOJK/IIOYEeHMN K areHTy yepe3 SSH (mpumep 2.5). [IONOTHUTENb-
Hble CBelleHMsI O Iepeaapecaluy areHTOB Bbl HaligeTe B r1ase 20.

Mpumep 2.5. BkitoueHne nepeagpecaumm areHTa

# Vagrantfile
VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|


https://oreil.ly/EXvBL
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# [lpyrve KOHQMrypaUMOHHble MapaMeTphl He MOKa3aHbl
# BK/KYEHMe nepeagpecaumu arewta ssh
config.ssh.forward_agent = true

end

lMoozomoeka Docker

MHoraa 6bIBaeT HYKHO CPaBHUTh KOHTEHepbI, BHIOTHSIOIIMECS] B Pa3HbIX
BapuaHTax Linux, 1 pasHble cpe/ibl BbITTOJTHEHMSI KOHTeliHepoB. Vagrant Mo-
KeT CO3JaTh BUPTYa/IbHYIO MalIMHY C HYJIS, ycTaHOBUTB Docker mau Podman
¥ aBTOMAaTHYeCKM 3alyCTUTh 06pa3 KOHTeliHepa 3a OJMH pas:

Vagrant.configure("2") do |config|
config.vm.box = "ubuntu/focalé4"
config.vm.provision "docker" do |d|

d.run "nginx"
end

end

lodzomoeka nokanvHoii eepcuu Ansible

s Vagrant ecTb BHeEIIHME MHCTPYMEHTHI, Ha3bIBaeMble nposatidepamu
(provisioners), KOTOpbIe OH MUCITOb3YeT AJIs1 HACTPOWKM BUPTYAIbHOM Mally-
HBI MTocCJTe ee 3amycka. [Tomnmo Ansible, Vagrant Takke MOXKeT ITpeqoCTaB-
JIATH CIIeHapuM KOMaHIHOW 060mouku, ycraHaBiamBaTh Chef, Puppet, Salt u
CFEngine.

B nmpumepe 2.6 mokasaH daiin Vagrantfile ¢ HacTpoiikoii ansible_local,
COIJIACHO KOTOPOJ Ha BUPTYAJbHYIO MAaIIMHY YCTAaHaBIMBAETCS CHUCTEMa
Ansible 1 ucronb3yeTcs B KauecTBe MPOBaiiiepa, B YaCTHOCTHU, C ITOMOIIbIO
cueHapus Ansible c umenem playbook.yml.

Mpumep 2.6. Vagrantfile

VAGRANTFILE_API_VERSION = "2"
Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
config.vm.box = "ubuntu/xenial64"
config.vm.provision "ansible_local" do |ansible|
ansible.compatibility_mode = "2.0"
ansible.galaxy_role_file = "roles/requirements.yml"
ansible.galaxy_roles_path = "roles"
ansible.playbook = "playbook.yml"
ansible.verbose = "w"
end
end

Bnaromapst 5ToMy HeT HeOOXOAMMOCTM BPYYHYIO yCTaHAaBAMBATh Ansible
Ha cBoJi koMmmbioTep. Eciiu B Batem daiine Vagrantfile mmeercst HacTpoiika
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config.vm.provision "ansible_local", TO cucTema OyAeT yCTaHOBJIEHA U 3aMyIeHa
B BUPTYya/JIbHOJ MalirHe. [Ipy MCcno/ib30BaHMM HACTPOVIKM config.vm.provision
"ansible" B Vagrantfile mpoBaiimep 6ymeT ucmonb3oBaTh Bepcuio Ansible, yke
YCTaHOBJIEHHYIO Ha BallleM KOMITbIOTepe.

Koz0a 3anyckaromcsa cueHapuu nposaiioepoe

Korpa B mepBbIii pa3 3amyckaeTcsl KOMaHa vagrant up, Vagrant BbITTIOJTHUT
CLleHapuii, OCYLIeCTBIISIOLINII IOATOTOBKY M HAIlOJHeHMe BUPTYalbHOM
MalluHbl, 1 3adukcupyet dakT cBoero samnycka. [locjiie oCTaHOBKM U TO-
BTOPHOTO 3allyCKa BUPTYyaJIbHOM MallMHbI Vagrant «BCIIOMHUT», 4YTO CLie-
Hapuii mpoBaiigepa yXe BBITIOMHSIICS, M He OyJeT MOBTOPHO 3aIlyCKaTh
ero.

[Tpu xenaHMM MOXKHO IIPUHYAUTENLHO 3aIlyCTUTD CLieHapyii HallOTHeHU S
Ha 3aMyLIeHHOM BUPTYaJIbHOM Malll/fHe:

$ vagrant provision

MO’KHO TaKkyKe Iepe3arpy3uTb BUPTYaabHYI0 MalllMHY U 3aITyCTUTh ClIeHa-
pUit HaIIOJIHEHUS TTOC/IEe TTIepe3arpy3Ku:

$ vagrant reload --provision

AHAJOTMYHO MOXKHO 3aITyCTUTh OCTAaHOBJIEHHYIO BUPTYA/IbHYIO MalllMHY C
MIPUHYAUTENbHBIM 3aITyCKOM ClieHapusi HallOJTHeHUS :

$ vagrant up --provision

MbI YacTO MCITONIb3yeM 3TY KOMAaHIbI [IJIs1 3aMycKa ciieHapueB Ansible u3
KOMAaH/THO¥ CTPOKM C HEKOTOPBIM TETOM MJI OTPaHMYEHMEM.

lMnazuHsl Vagrant

BosmoskHOCTM Vagrant MOKHO pacHiMpsiTh C MOMOIIBI MeXaHMu3ma Ilia-
rMHOB. B MmocjiefHMX BepCUAX OJOCTATOUYHO IIPOCTO IIepeurcC/IUTb HYKHbIE
nJiaruHbl. JIaBaiite paccMOTpUM JBa IIpuMepa: vagrant-hostmanager M vagrant-
vbguest:

config.vagrant.plugins = ["vagrant-hostmanager", "vagrant-vbguest"]

vagrant-hostmanager

[ImaruH vagrant-hostmanager rmomoraeTt 06paH_[aTbC${ K HeCKOJIbKMM BUPTY-
aJbHBIM MalllMHaM I10 MMeHaM XOCTOB. OH M3MEeHUT MMeHa XOCTOB 1 106a-
BUT rOCTEBbIE CUCTEMBI B /etc/hosts, a MUHOT/AA U CaM XOCT, B 3aBUCMMOCTU OT
KOHMUTrypammn:

# ynpasnenue daitnom [etc/hosts

config.hostmanager.enabled = true
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config.hostmanager.include_offline = true
config.hostmanager.manage guest = true
config.hostmanager.manage_host = true

vagrant-vbguest

IlnaruH vagrant-vbguest paboraet B VirtualBox 1 MOKeT aBTOMAaTUUECKU
yCTaHABIMBATh W1 OOHOBJISITH AOTIOTHEHMS [IJIST rOCTeBO cucteMbl (Guest
Additions) B rocTeBbIX BUPTYaJbHbBIX MAIIMHAX. Bac 06bIYHO OTKITIOYAET 3TN
dyHKIMM B macOS, moTromy 4To 06MeH daiaMy MeXITy FOCTeBbIMMU CUCTe-
Mamu 1 macOS HegoCTaTOYHO OBICTP U He Bcerga HaaexkeH. bojee Toro, 06-
MeH daiiamMmu MeKIy XOCTOM Y TOCTeBOI CUCTEMOI He UMUTUPYET MOPSIA0K
pa3BepTHIBAaHMS ITPOTPAMMHOTO 06ecIieueHNsT B OKPY>KEHMSIX pa3paboTKMy,
TeCTUPOBAHMS, OOKATKM ¥ TIPOMBIIIJIEHHON 3KCcIuTyaTauyum. Ho OH OT/IMYHO
nogxoout Ajist usydenus: Ansible B Windows:

# 0OHOB/IEHME [OMOSHEHMA FOCTEBbIX CUCTEM

if Vagrant.has_plugin?("vagrant-vbguest")
config.vbguest.auto_update = true

end

Hacmpoiika VirtualBox

[Tpu keaHUM MOXKHO OTIPeeNUTh CBOMCTBA BUPTYaJIbHON MalIMHBLI U ee
BHemHMit BUJ B VirtualBox. Hampumep:

host_config.vm.provider "virtualbox" do |vb]

vb.name = "web"

virtualbox.customize ["modifyvm", :id,
"--audio", "none",
"--cpus", 2,
"--memory", 2048,
"--graphicscontroller", "VMSVGA",
"--vram", "64"

]

end

Vagrantfile - smo Ruby

@aiiner Vagrantfile BeIMOMHSIIOTCS MHTepripetaTopom Ruby. 910 3HaHMe
MOYKeT BaM IPUTOJUTHCST XOTSI Obl JJISI HACTPOVKM TTOACBETKM CUHTAKCH-
ca B TEeKCTOBOM pemakTope. B Vagrantfile MOXHO OOBSIBISITH IIepeMeHHbIE,
MCIIOTb30BaTh YIPABJISIIONIME CTPYKTYPBI M UMKIBI U T. 1. B mpumepax uc-
XOIHOTO KOJ/a, NMpujlaraeMbIX K 3TO KHUTe, eCTh OoJjiee CJIOXKHBIN TIpUMep
daiina Vagrantfile (https://oreilly/h1jTF), KOTOPBIV MbI MCIIOJb3yEeM 1T pabOThI
¢ 15 pasnuuHbiMM BapuaHTamMu Linux, Kak IToKa3aHo Ha puc. 2.2.


https://oreil.ly/h1jTF
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[ NoN ] Oracle VM VirtualBox Manager
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Puc. 2.2. 3anyck pasnnyHbix guctpubytneos Linux B VirtualBox

[IJis1 HACTPOJiIKM TOCTEBBIX CUCTEM MbI Mcroab3yeM daiia JSON ¢ Takumu
3JIeMeHTaMM, KaK:

(

"name": "centos8",

"cpus": 1,

"distro": "centos",
"family": "redhat",

"qui": false,

"box": "centos/stream8",
"ip_addr": "192.168.56.6",
"memory": "1024",
"no_share": false,
"app_port": "80",
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"forwarded port": "8006"

"name": "focal",

"cpus": 1,

"distro": "ubuntu",
"family": "debian",
"qui": false,

"box": "ubuntu/focale4",
"ip_addr": "192.168.56.8",
"memory": "1024",
"no_share": false,
"app_port": "80",
"forwarded port": "8008"

]

U B daiine Vagrantfile y Hac ecTb mapa KOHCTPYKIINI 1IJIST CO3AaHMSI OMHOI

rOCTeBOI CUCTeMbI 110 UMEHU IIpM BXo[e, HaIIpMep:

$ vagrant up focal
Bor cam ¢aiin Vagrantfile:

Vagrant.require_version ">= 2.0.0"
# Moaknwunts MoAyab JSON

require 'json'

# Mpountatb dain JSON C HACTpOiiKamu

f = JSON.parse(File.read(File.join(File.dirname(__FILE_ ), 'config.json')))

# JlokanbHasa nepemenHas PATH_SRC Anf MOHTWPOBaHMA
$PathSrc = ENV['PATH_SRC'] || "."
Vagrant.configure(2) do |config|

config.vagrant.plugins = ["vagrant-hostmanager", "vagrant-vbguest"]

# npoepuTb 06HOBNEHMA 6330Boro obpasa

config.vm.box_check_update = true

# HeboNbuWaA 3afepxka

config.vm.boot_timeout = 1200

# 3anpeTuTb OBHOBJIEHME AOMOSHEHWA FOCTEBOW CUCTEMbI

if Vagrant.has_plugin?("vagrant-vbguest")
config.vbguest.auto_update = false

end

# BKIWYMTb Nepeajpecaumi areHTa ssh

config.ssh.forward_agent = true

# ¥Cnonb30BaTb CTaHAAPTHbIA AnA vagrant Kwd ssh

config.ssh.insert_key = false

# ynpasnenue daitnom [etc/hosts

config.hostmanager.enabled = true

config.hostmanager.include_offline = true
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config.hostmanager.manage_guest = true
config.hostmanager.manage_host = true
# Uukn no 3nementam B darine JSON
f.each do |g|
config.vm.define g['name'] do |s|
s.vm.box = g['box']
s.vm.hostname = g['name']
s.vm.network 'private network', ip: g['ip_addr']
s.vm.network :forwarded port,
host: g['forwarded port'],
guest: g['app_port']
# ycTaHoBUTL 3Hauenne no_share pasHbim false,
# yTobbl pa3pewnTb COBMECTHOE WCMO/Nb30BaHME GainoB
s.vm.synced_folder ".", "/vagrant", disabled: g['no_share']
s.vm.provider :virtualbox do |virtualbox|
virtualbox.customize ["modifyvm", :id,

"--audio", "none",
--cpus", g['cpus'],
--memory", g['memory'],

"--graphicscontroller", "VMSVGA",
--vram", "64"

]

virtualbox.gui = g['qui']
virtualbox.name = g['name']
end
end
end
config.vm.provision "ansible_local" do |ansible|
ansible.compatibility_mode = "2.0"
ansible.galaxy_role_file = "roles/requirements.yml"
ansible.galaxy_roles_path = "roles"
ansible.playbook = "playbook.yml"
ansible.verbose = "w"
end
end

CBoiicTBa Bcex BUPTYya/JIbHbIX MalllMH HAaCTpauBaloTcs B daiie config.json.

Hacmpolika npoMbIwiIeHHO20 OKpyXeHUs

s mopkmoueHust K MmarmHam Linux/macOS/BSD Ansible ncrionb3yet SSH,
a s noakiaodeHust K mamHaM Windows — WinRM. CeTeBbsiMU yCTpO¥i-
CTBaMM MOXXHO ynpasnsaTh yepe3 HT'TPS nnu SSH. Hukakoro momomHuTesnb-
HOTO MPOrPaMMHOT0 obecrieyeHNs Ha IIeJIeBbIX XOCTaX YCTAHABIMBATH He
TpebyeTcs (TIpM yCI0BMM, UTO Ha MamMHaxX Linux/macOS/BSD ycraHoB/ieH
Python, a Ha mammuax Windows — PowerShell).
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TpaguilMOHHBIE CUCTEMHBbIE AOMUHUCTPATOPHI MPOSBISIOT 300POBYIO
OCTOPOXKHOCTb TIPM BHEOPEHUM MHCTPYMEHTOB, TPEOYIONIMX CUCTEMHBIX
MIPUBUJIETHIA, TIOTOMY UTO OOBIYHO TOJIBKO CAMM CUCTEMHBIE aMUHUCTPA-
TOPBI UMEIOT TaKue paspelneHus. B Unix mpMHSTO menermpoBaTh pa3pabor-
YMKaM JIOCTYII TOJBKO K ONpeneseHHbIM KOMaH4aM € ITIOMOIIbIO sudo C TILA-
TeJIbHO BbIBepeHHbIMU daitnamu B /etc/sudoers.d/.

OTOoT moaxon He paboraeT HU ¢ Ansible, HU ¢ Takoil orpaHMYNTETbHOI
000JI0YKOJ4, KaK rbash. Ansible co3gaeT BpeMeHHbIe KaTaJOTH CO CIyJaiiHbI-
MU MMeHaMU JIJis1 pa3IMuHbIX clleHapueB Ha Python, Torma Kak sudo HY>KHbI
TOYHbIE KOMaH/Ibl. AJIbTEePHATUBOI SABJsIeTCS cMelleHre ¢oKyca Ha coliep-
’KaHMe M3MEeHEeHMIA B CCTEMeE yITpaBJIeHMs BePCUSIMU B OKPYKeHMUM 0OKaT-
KU ¥ Hasimuue (paityia ¢ HacTpoitkaMu sudo JIJISI TPYIIIBI ansible, HAIIpUMep:

%ansible  ALL=(ALL) ALL

3aknyeHue

B 3TOi r71aBe ObLI IIpecTaB/ieH 0030p CO3TaHMSI ¥ HACTPOVKM TECTOBOIO
OKpy:keHMsI ¢ momourbio VirtualBox u Vagrant st usyyennst Ansible. Vagrant
MoAiePsKMBaeT MHOXKECTBO HaCTPOEK, KOTOpbIe He pacCMaTPUBAINCh B 3TOV
rnaBe. JJomoMHUTEeIbHbIE CBeleHMsI Bbl HajifieTe B 0UIMATbHON TOKYMeH-
taryuu Vagrant. OmycaHue BceX BO3MOKHOCTel Vagrant BBIXOJUT 32 paMKU
3TO¥ KHUTK. [Ij1s1 6071ee G/IM3KOTO 3HAKOMCTBA ¢ Vagrant Mbl peKoOMeH1yeM
npounTath KHUTY «Vagrant: Up and Running» (O'Reilly) MuTtuemnia Xarmmmo-
to (Mitchell Hashimoto), co3garenst Vagrant.
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CueHapuu: Hayano

[MpucTynas K ucronb3oBaHuio Ansible, Bbl HaUMHaeTe ¢ HaMMCAHUS ClieHa-
pueB. CuyeHapuem (playbook) B Ansible Ha3bIBaeTcs daiin, onyucbiBaomuit
TOPSIIOK yIIpaBiaeHusT KoHurypauusMu. PaccMoTpum, Hampumep, ycTa-
HOBKY Be6-cepBepa NGINX 1 ero HaCcTpOJKY [IJIsT ITOAAEPSKKY 3aIUIIEeHHBIX
coeJHeHUIA.

K KOHIIYy 3TOJ4 I71aBbl y Bac MOSIBATCS cyieytonue dhaiabl 1 KaTaJaoru:

— Vagrantfile
— ansible.cfg
— files
— index.html
— nginx.conf
— nginx.crt
L— nginx.key
— inventory
L— vagrant.ini
— requirements.txt
— templates
— index.html.j2
L— nginx.conf.j2
— webservers-tls.yml
— webservers.yml
— webservers2.yml

lModozomoeka

V3menuTe comepskuMoe Vagrantfile, Kak mokasaHo HIDKe:

Vagrant.configure(2) do |config|
config.vm.box = "ubuntu/focalé4"
config.vm.hostname = "testserver"
config.vm.network "forwarded port",
id: 'ssh', guest: 22, host: 2202, host_ip: "127.0.0.1", auto_correct: false
config.vm.network "forwarded port",
id: 'http', guest: 80, host: 8080, host_ip: "127.0.0.1"
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config.vm.network "forwarded port",
id: 'https', quest: 443, host: 8443, host_ip: "127.0.0.1"

# 3anpeTuTb OOHOBJIEHME AOMOSHEHWA FOCTEBOW CUCTEMbI

if Vagrant.has_plugin?("vagrant-vbguest")
config.vbguest.auto_update = false

end

config.vm.provider "virtualbox" do |virtualbox|
virtualbox.name = "ch@3"

end

end

OTu HacTpoiiku oTo6passT mopThl 8080 u 8443 JIOKAIbHOV MaIIMHbBI B
nopthl 80 1 443 mammHbl Vagrant, a Takke 3ape3epBUPYIOT Iepeagpecannuio
JIOKa/IbHOTO nopTa 2202 B opT 22 3TOM KOHKPETHO! BUPTYaJIbHOI Mallly-
HbI, KaK MbI fenaau 3To B rnase 1. [Iocie coxpaHeHMs] U3MEHeHMI faiiTe
KOMaHAy NMPUMEHUTD UX:

$ vagrant up
B pesynbraTe Ha 3KpaHe DODKHBI MOSIBUTHCS CJIEAYIOIIVIE CTPOKMN

==> default: Forwarding ports...
default: 22 (guest) => 2202 (host) (adapter 1)
default: 80 (guest) => 8080 (host) (adapter 1)
default: 443 (quest) => 8443 (host) (adapter 1)

Tereps Balll TeCTOBBII cepBep 3aIyIeH 1 TOTOB K KCIIepPMMEHTaM.

OueHb npocmoli cueHapulii

B Halrem rnepBoM npuMepe CleHapusi Mbl HACTPOMUM XOCT [IJIs1 3aITyCKa IMPo-
cToro Beb-cepBepa. CHauasia MOCMOTPUM, YTO TOJTYIUTCS, €CIU 3aITyCTUTh
cueHapuit webservers.yml (mpumep 3.1), a 3aTeM JIeTaabHO U3YIMM €r0 CO-
IepskuMoe. ITO MPOCTENIINIA U3 BO3MOKHBIX ClieHapMeB IJIS pelleHus Ta-
KOJi 3aJ1auM, OJHAKO B TIpoliecce 00CYKAeHMsI Mbl OyJieM ITOCTeNeHHO YITyu-
IaTh ero.

Mpumep 3.1. webserversyml

- name: Configure webserver with nginx
hosts: webservers
become: True
tasks:
- name: Ensure nginx is installed
package: name=nginx update_cache=yes

- name: Copy nginx config file
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copy:
src: nginx.conf
dest: /etc/nginx/sites-available/default

- name: Enable configuration
file: >
dest=/etc/nginx/sites-enabled/default
src=/etc/nginx/sites-available/default
state=1ink

- name: Copy index.html
template: >
src=index.html. j2
dest=/usr/share/nginx/html/index.htnl

- name: Restart nginx
service: name=nginx state=restarted

®Paitn koHpurypauun NGINX

IlaHHOMY CIIeHapMI0 HE0OXOIMM OOIOTHUTEIbHbIN (aita KoHGurypammum
NGINX.

NGINX pacrpocTpaHsieTcsl ¢ TOTOBBIM KOH(MUIYpalMOHHBIM (aiiiom,
HACTpauBaWIIMM CepBep Ha OOCTY>KMBAHME TOJTbKO CTATUUHBIX (aiiyioB, U
OY€Hb YaCTO €ro MPUXOIUTCS afalTUPOBATh O] KOHKPEeTHbIe HYXKIbI. [103-
TOMY MbI M3MeHUM ¢aiil KOHPUTYypaLyy 1o yMOTYAHMIO B paMKaX JaHHOTO
npuMepa. [To3gHee Mbl TakKe 706aBUM B daita KOHGUTypaLuyy MOaIEPKKY
TLS. B mpumepe 3.2 MpUBOAUTCS CTaHAAPTHbBIN KOHOUTYPALMIOHHBIN (aiir
NGINX. CoxpanuTe ero B ¢aitie c umeHem playbooks/files/nginx.conf'.

Mpumep 3.2. nginx.conf

server {
listen 80 default_server;
listen [::]:80 default_server ipv6only=on;

root /usr/share/nginx/html;
index index.html index.htm;

server_name localhost;

location / {
try files Suri Suri/ =404;
}

}

Ham daiin nginx.conf, HecMOTpsi Ha JaHHOE eMy MMsI, 3aMeHUT Gaiin sites-enabled/default, a He oc-
HOBHO KOHGUTYPALMOHHbIN (aiin /etc/nginx.conf.

1



OueHb npocToit cueHapuit <+ 59

CospaHue Beb6-CTpaHuLbl

Tereps 706aBMM ITPOCTYIO Be6G-cTpaHuily. Ansible BkirouaeT cucremy re-
HepupoBauust HTML-cTpanui; Ha ocHoBe (aiiioB-1mabmoHoB. CoxpaHuTe
Kop u3 nmpumepa 3.3 B daitie playbooks/templates/index.html.j2.

<html>
<head>
<titlesWelcome to ansible</title>
</head>
<body>
<h1>Nginx, configured by Ansible</h1>
<p>If you can see this, Ansible successfully installed nginx.</p>

<p>Running on {{ inventory_hostname }}</p>
</body>
</html>

B 3TOM 11a6/10HE UCTIONMB3YeTCS CrielMaabHas mepeMeHHas Ansible inven-
tory_hostname. O6pabaTbiBas 1mabmoH, Ansible 3aMeHUT CChUIKY Ha Hee MMe-
HeM XOCTa, yKa3aHHbIM B peectpe (puc. 3.1). [Tonyyennas pasmetrka HTML
MOJICKaXKeT Gpay3epy, Kak 0TOOPa3UTh CTPAHUILY.

@ Welcome to ansible X  +

& > (' @ localhost:8080 * e

Nginx, configured by Ansible

If you can see this, Ansible successfully installed nginx.
Running on testserver

Puc. 3.1. Bua nonyumBLueics CTpaHuLLb

B cooTBetcTBUM C cornameHussmMu Ansible komupyeT daitibl 3 KaTasora
files, a ma6mousl Jinja2 uiieT B mogkaTanore templates. [IoMcK B 9TUX KaTa-
norax cucrema Ansible BbITIoNHSIeT aBTOMaTUUYeCKM. MbI Oy[ieM C/ie[0BaTh
3TOMY COIVIALIEHUIO HA TIPOTSKEHUM BCEIi KHUTH.

Co3paHue rpynnbl Be6-cepeepoB

Tenepb co3gamuM TPYIIITY webservers B (haiisie peecTpa, YTOOBI TTOJIYIUTh
BO3MOSKHOCTb COC/IATbCs Ha Hee B clieHapuu. IToka B 3Ty TpyIITy BOiiIeT
TOJIBKO Halll TECTOBBIN CepBep testserver.

daiinel peectpa uMeloT hopmar.ini.IlompobHee 3TOT OpMaT MbI PACCMOT-
pum gajnee B kuure. OTkpoiite daiin playbooks/inventory/vagrant.ini B pegax-
TOpe U 100aBbTe CTPOKY [webservers] Hajl CTPOKOI testserver, KAK MTOKa3aHO
B mpuMepe 3.4. ITO 0O3HAYAET, UTO testserver BKJIKOUYEH B IPYIINY webservers.
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MNpumep 3.4. playbooks/inventory/vagrant.ini

[webservers]
testserver ansible port=2202

[webservers:vars]

ansible_user = vagrant

ansible_host = 127.0.0.1

ansible_private_key file = .vagrant/machines/default/virtualbox/private_key

B rnmaBe 1 mbI co3ganu daiin ansible.cfg co CChIIKOI Ha peecTp, II03TOMY

HeT HeoOXOOMMOCTH MCIIOIb30BaTh MapaMeTp KOMaHAHOM CTpOKu -i. Te-
repb IPOBEPUM I'PYTIIIbI B peecTpe ¢ TOMOIIIbIO CeAyIoleli KOMaH/Ibl:

$ ansible-inventory --graph
OHa [JoJ/KHA BbIBECTU:

@all:
| - -@ungrouped:
| - -@webservers:
| |--testserver

3anycK cueHapus
CueHapuy 3amyCKalOTCS KOMaHAOM ansible-playbook, HAampumep:

$ ansible-playbook webservers.yml

B npumepe 3.5 mokasaHo, KaK JO/KEH BbIT/ISIIETh Pe3y/IbTar.

Mpumep 3.5. Pe3ynbtaT 3anycka cueHapust KoManaon ansible-playbook

PLAY [Configure webserver with nginx] khkkkkkkkhhkkkkhhkhhhhkkhkkhrkhhkkhkkhkkksk
TASK [Gathering Facts] e e e T

ok: [testserver]

TASK [Ensure ng-‘LnX -'Ls -'Lnstalled] kkkkkkkkkkkkhhhkkkkkkhhhkkkhkhhhhhorkkhhhhhhkkkk
changed: [testserver]

TASK [Copy nginx config file] kkkkkkkkkhhhhhhkkkhhhhhhrrkhhhhhhhkhhddhhhrkdkdhhiid
changed: [testserver]

TASK [Enable configuration] khkkkkhkkhkhhkhhhhhdhrdhhhhhhhdhrdhhhhhdhdhrddkhhkdd

ok: [testserver]

TASK [copy indeX.html] khkkkkkhkkhkhhkkhkhhkhhkhhkhhhhhkhhhhkhhkhhkhhkkhkhhkkksk

changed: [testserver]

TASK [Restart ng-'LnX] kkkkkkkkkhkhhhkkkhhhhhkhkhhhhrrkhhhhhhkhkhhhhrrkhhhhrrkrrdd

changed: [testserver]

PLAY RECAP kkkkkkkkkkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhrhhhdis
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testserver : ok=6 changed=4 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0
Playbook run took 0 days, 0 hours, @ minutes, 18 seconds

Eciu B mpoiiecce paboThl ClleHapysi He BO3HMKIIO HUKAKMX OIIMOOK, TO 110
€ro 3aBepIleHN MOKHO 3aITyCTUTh Be6-6pay3ep 1 OTKPbITh CTpaHuIly http://
localhost:8080, koTopas Jo/KHA BIIVISIAETh, KaK MOKa3aHo Ha puc. 3.11.

Hu ogHa kHura O'Reilly c Takoi 0610XKOM He 6bina 6bl MOMHOM
6e3 onucaHua nporpaMMmbl cowsay. ECiv Ha Baluel NIoOKanbHOM
MallMHEe YCTaHOB/IEHA Nporpamma cowsay, BbiBog, Ansible byget
BbIMNAAETb TAK:

< PLAY [Configure webserver with nginx] >

\ /\_l\
\(oo)\
-l f\/\
|

[E

Ecnu Bbl He xoTUTe BMAETb roBOpAWMX KOPOB, TO f0DOaBbTe B
dann ansible.cfg cnepyrowme CTpOKK:

[defaults]
cow_selection = random

cowsay_enabled_stencils=cow,bunny,kitty,koala,moose,sheep,tux

Takke OTKAOYUTb MCMONb30BAHME MPOrpaMMbl cowsay MOXHO
HaCTPOMKOWM NepeMeHHON OKPYXXeHMS ANSIBLE_NOCOWS:

$ export ANSIBLE_NOCOWS=1

CueHapuu nuwyTtca Ha YAML

Bce cuenapum Ansible mumryrcest Ha YAML. YAML — 3TO SI3bIK pa3sMeTKH,
HanomuHawuii JSON, HO HAaMHOTrO IIPOIe AJsI BOCOPUSTUS UeTOBEKOM.
[Ipexxge yeM IepeiiTul K ClieHapyui, paCCMOTPUM OCHOBHbIe MOHSATUSI YAML,
Haubosee BaskHbIe TIPY HAMCAHUY CIleHapyeB.

Honyctumbii darin B dopmate JSON gaBnsetca Takke LONyCTU-
MbIM darinom B popmate YAML, notomy yto YAML pgonyckaert 3a-
K/T0YeHMe CTPOK B KaBbI4KM, BOCIPUHMMAET 3HAYEHMS true U false
KaK 4eiCTBUTENbHbIE IOTUYECKME BbIPAXKEHMS, @ TAKKE CMHTAKCUC
onpeseneHusl CMCKOB M CIOBApei, aHaNOrMUHbIM CUHTaKcUcy
MaccmBoB M 06bekToB B JSON. Ho 9 He coBeTyto nucaThb cueHapum
Ha JSON, nockonbKy Yyenoseky ropasno npotle untatb YAML.

! Ewm y Bac BOSHMKIIV OIIVOKM, TO MepeiiauTe K IiaBe 8, Iie OMChIBAIOTCS IIPUEMbI OT/IaIKN.
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Hauano daina

HOokymenTbl YAML HaumHAawOTCS C Tpex nednucoB, 0003HAYAIOIINX €ro
Hauvano. Kaxknpiit daiin Ansible moxkeT comepykaTb TOJIBKO OIUH JOKYMEHT
YAML.

Cuenapuy Ansible IpMHSTO HAUMHATBD C TPeX MepMCcOB (UTOOBI IBHO 000-
3HAUMUTh Hauasio). OmHako Ansible He rmocunTaer ouIMOKOI, €IV Bbl 3a6ye-
Te yKa3aTb 3TU Jeduchl.

KoHew, ¢anina

®aitnpl YAML MpuHSITO 3aKaHYMBATh TPEMS TOUYKAMM, UTOOBI SIBHO OTMe-
TUTb KOHeL] JOKyMeHTa. HO MHOTMe He ClielyloT 3TOi MpaKTUKe.

Opnako Ansible He mocuymTaeT omMbKOI, ecv Bbl 3a0yfeTe MOCTaBUTh
9TU TPU TOYKM B KOHIIE CBOero daiina.

KomMmmeHTapum

KomMeHTapuyu HaUMHAIOTCS CO 3HAKa pelieTKu (#) U MPOmoKalTCs 10
KOHIIA CTPOKM, KaK B CLIEHapUSIX Ha sI3bIKe KOMaHIHO 00010uky, Python n
Ruby. OTcTynbl B KOMMEHTapUSIX IPUHSITO YCTaHABIMBATh BPOBEHD C KOJIOM.

# 370 KOMMEHTapuit Ha A3bike YAML

OT1cTynbl M Npo6enbHble CTPOKU

Kak u B sa3bike Python, B mokymeHTax YAML mpuHATO 0DOPMISATH OT-
CTYIIBI TIpo6eamMmu, YTOObI YMEHBIIUTh KOJIMYECTBO 3HAKOB ITyHKTYallVMN.
MbI McIob3yeM aBa rmpobesta. A jis 60/bIieli yro604nTaeMOCTY MbI ITPe/I-
rounTaemM A06aBISTh IMPOOETbHBIE CTPOKM MEXKIY 3aauaMi B CIIEHAPUU U
MeXy pasaenaMmu B daiinax.

Crpoku

O6bryHO cTpoKM B YAML He 3aK/IIOUAIOTCS B KaBBIUKMU, Taske eI OHU
BKJIIOUAIOT ITPo06esibl. XOTsI 3TO He Bo30paHsieTcsl. Hampumep, BOT CTpoKa Ha
s13bike YAML:

3TO MpuMep NpeanoXeHna
Anasor B JSON BbIIVIIONUT TaK:
"3T0 npumep npeanoxenua”

WHorma Ansible TpebyeT 3aK/Ii04aTh CTPOKM B KaBbIUKM. XOPOIIIEei TPaKTU-
KOJi CUMTAEeTCS IPOCTO 3aK/I0YaTh B KABbIUKM BCe CTPOKM. B 1BOJiHbIE KaBbIU-
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KM OOBIUHO MPUHSITO 3aK/II0YATh MMeHa epeMeHHbBIX B BbIPasKeHUSIX MHTeP-
nonsuyy. OpyiHapHbIe KaBbIYKY IIPUHSTO MUCIOAb30BATh [JIS TUTEPATIbHbIX
3HaueHMii, KOTOpble He IO/DKHBI MHTEPIOAMPOBATHCS, TAKMX KaK HOMepa
BepCUIl ¥ UMCiIa C IUIaBaoILel TOUKOM MM CTPOKU C 3ape3epBUPOBAHHBIMU
CUMBOJIAMM, TAKMMM KaK JBOETOUMSI, KpyIJible Win ¢puUrypHbie ckooku. Ho 06
3TOM YYTb ITO33Ke.

Hukorpa, HMKOra He 3aK/I0yaliTe B KaBbIYKM JIOTMYECKMe 3HauyeHus !
[TomHMTE: NO — 3TO CTpoKa (abbpeBuarypa, ob6o3Hauarmasi Hopseruio
[Norway]).

MoueMy B 0gHOM cyyae ucnonb3yeTca «True»,
a B apyrom «Yes»?

BHMMaTeNbHbIN YuTaTeNb 3aMETUT, UYTO B Webservers.yml B OGHOM
cnyy4ae mcnosb3yetca True (4NS NOAYYEHWS MPUBMAETUIA root
C MOMOLLBK become) M yes B APYrom ciyyae (ans obHOBNEHMS
Kewa apt).

Ansible — nocTaToyHO rMbKas cucteMa B OTHOLIEHMM 0603HaYe-
HMS B CLLEHAPMSX 3HAUYEHMI KUCTUHA» U «10Xb». CTporo roBops,
apryMeHTbl MOAyAns (Takue Kak update_cache=yes) MHTEpNpeTUpY-
H0TCS MHaYe, YeM 3HayeHus rae-nnbo elle B CUEHapuu (Takue
KaK become: True). 3TW v Apyrue 3HayeHns obpabaTbiBaOTCH CUH-
TakcmMyeckum aHanmsatopoM YAML u, cnenoBaTeNibHO, MOAYMHS-
H0TCS 0603HAYEHUAM 3HAYEHUIN KUCTUHAY U «TOXb» YAML:

e uctmHa B YAML: true, True, TRUE, yes, Yes, YES, on, On, ON;
e oxXb B YAML: false, False, FALSE, no, No, NO, off, Off, OFF.

AprymeHTbl NepefatTcs MoAyNsSM B BUAE CTPOK M NMOAUYMHAKOTCS
BHYTPEHHWUM cornaweHunsm B Ansible:

* MWCTMHA B apryMeHTe MOAyNs: yes, on, 1, true;
* JIOXb B aprymMeHTe Moayns: no, off, 0, false.

PekomeHpayeTca npoBepsaTtb Bce dannbl YAML ¢ nOMOLbH0 UHCT-
pYMEHTa KOMaHAHOM CTPOKM yamllint. C HAacTpoMKaMu no ymon-
YaHMIO OH BbIAACT ClieaytoLlee npenynpexaeHue:

warning truthy value should be one of [false, true] (truthy)

MpuaepKmMBasch 3TOr0 npasmna 0603HaYEHMUS UCTUHHOCTH, bac
MCMONb3YET TONbKO true U false (6€3 KaBblyek).

bynesbl BbipaXkeHus

B YAML ectb coOGCTBeHHBIN gorndeckuii Tuil. OH IpeajiaraeT MIMPOKUIA
BBIOOD CTPOK, KOTOPbIe MOTYT MHTEPIIPETUPOBATHCS KaK «MCTUHA» U «JIOKb».
BoT nipuMepbl UCTMHHBIX 3HaUYeHui B YAML:
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true, True, TRUE, yes, Yes, YES, on, On, ON

B JSON ucTtMHHOe 3HaueHMe BhIIISIOAUT TaK:
true

A 3TO nIpMMepblI T0XKHBIX 3HaUYeHMl B YAML:
false, False, FALSE, no, No, NO, off, Off, OFF

B JSON ke m1CI10/1b3yeTCsl TOJAbKO OHO 3HAUEeHMeE:
false

Bac ucronb3yeT TOMbKO CTPOUYHbBIE OYKBBI true U false. OmHA U3 IMPUYMH
TaKMX MpearoYTeHNit 3aK/II0YaeTCsl B TOM, YTO 3TH JIBa 3HAUEHUST SIBJISTIOT-
Cs1 BO3BpalllaeMbIMM ; HalIpyMep, OHM BbIBOJSITCSI B peXKMMe OTIaIKM, Taxe
TIPY UCITOIb30BaHMM JII0OOT0 APYrOro pa3perieHHoro BapmaHTa. IIocKoabKy
true U false Takke SIBJSIIOTCSI JOIMYCTMMBIMMU JIOTMUECKMMM 3HAUEHUSIMU B
JSON, ux mcriosb30BaHMe yIIpoIIaeT MCIIOAb30BaHMe IMHAMUYECKMX JaH-
HBIX, IIOTOMY UTO JeiicTBusSI Ansible Bo3BpaiaioT pe3ynbTaThl B BUJIE JaH-
HbIX B ¢popmaTe JSON.

Cnucku

Crucku B YAML noxoskut Ha maccuBbl B JSON 1 Ruby minm cimcku B Python.
Ctporo rosopst, B YAML oHM Ha3bIBaIOTCSI N0C/1€008AMeNbHOCMAMU, HO MbI
Ha3bIBae€M MX CNUCKAMU, YTOOBI 136€e5KaThb IMTPOTUBOPEUMii ¢ OPUIIMATBLHOI
nokymeHTaluei Ansible.

Crnucku ohopMIISIIOTCST C TIOMOIIbI0 OTCTYIIOB U Aeduca. OmnpeneneHne
KaKIOro CIMCKa HAUMHAETCSI C €T0 MMEHU U CeyIOIIero 3a HUM JIBOETO-
YU

shows:
- My Fair Lady
- Oklahoma
- The Pirates of Penzance

Amnarior B JSON:

"shows": [
"My Fair Lady",
"Oklahoma",
"The Pirates of Penzance"

]
}

Kak Bugute, civcku B YAML jierue UnTarTCsI, TOTOMY UTO ITPY UX 0OpPM-
JIeHUY UCTIONb3yeTCsl MeHbllle JUITHMUX CMMBOJIOB. Ellle pa3 o6paTuTe BHU-
MaHue, uTo B YAML He HYy)KHO 3aK/TI04aTh CTPOKYM B KaBbIUKM AaxKe TIPU Ha-
muauu B HUX mpobenoB. YAML Takke moagepskuBaeT (hopMaT BCTPOEHHBIX
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cruckoB. Takue CIMCKY 3aKII0YAIOTCS B KBaJgpaTHbIe CK06KI/I, a 3JIEMEHTbI
CITMCKa pa3geaaroTcda 3al'I$[TOI7I, KaK ITOKa3aHO HVKe:

shows: [ My Fair Lady , Oklahoma , The Pirates of Penzance ]

CnoBapum

CnoBapu B YAML momo6HbI o6bekTam B JSON, crmoBapssm B Python,
xelnr-maccuBaM B Ruby mian acconmatuBHbIM MaccuBam B PHP. TexHuuecku
B YAML oHM Ha3bIBAIOTCSI 0mobpaxceHusmu (mapping), HO Mbl Ha3bIBaeEM UX
cnosapsamu, 9To6bl M36eKaTh MPOTUBOPEUNit ¢ OPUIMATbHOV JOKyMeHTAa-
et Ansible. OHM BBITTISOAT TaK:

address:
street: Main Street
appt: 742
city: Logan
state: Ohio

Amnasnor B JSON:
{

"address": {
"street": "Main Street",
"appt": 742,
"city": "Logan",
"state": "Ohio"
}
}

YAML Takke nomaaepkuBaeT popMaT BCTPOEHHbBIX ¢yioBapeii. Takue cio-
Bapy 3aK/II0UAIOTCS B GUTYpHBIE CKOOKM, 8 3JIeMeHTbI CJTIOBapsI pa3fesitoTcs
3aMsTOoM, KaK II0Ka3aHo HIKe:

address: { street: Main Street, appt: '742', city: Logan, state: Ohio}

MHOFOCTpO‘-IHbIe CTPOKOBbI€ 3Ha4eHUA

YAML noagep>kvBaeT MHOTOCTPOUYHBIE CTPOKOBbIE 3HAUEHMSI, pacIlO3Ha-
Basl TaK Ha3bIBaeMble onepamopHvle cKoOKU (| U >), CUMBOJIbI, 0003HaYal0-
[I1e Ha4yaJl0 MHOTOCTPOYHOTO TeKCTa (+ U -), M gaxke oTCTynbl (0T 1 10 9).
Hampumep, 4To6bI 3a4aTh MpeaBapUTeIbHO OTGOPMAaTUPOBAHHbBIN TEKCTO-
Bblii 610K, MO>KHO MCITI0JIb30BAaTh BEPTUKAIbHYIO UePTY CO 3HAKOM TUTIOC (| +):

visiting_address: |+
Department of Computer Science

A.V. Williams Building
University of Maryland
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city: College Park
state: Maryland

CuHTakcuyeckuit aHannszatop YAML coxpaHUT paspbiBbl CTPOK, KaK Bbl
yKasajin uX.

JSON He nopmepkuBaeT MCIOJb30BaHME MHOTOCTPOYHBIX CTPOKOBBIX
3HaueHuit. [IoaTOMy BCe pa3pbiBbl CTPOK HY;KHO 3aMEHMUTh Ha \n MJIM UC-
M0JIb30BaTh MaCCHUB:

{
"visiting_address": ["Department of Computer Science",
"A.V. Williams Building",
"University of Maryland"],
"city": "College Park",
"state": "Maryland"
}

Yuctbin YAML BMeCTO CTPOKOBbIX apryMeHTOB

[Tpu paspaboTke ciieHapueB Ansible Bbl 4acTo OGyeTe CTAIKMBATHCS C He-
00XOIMMOCTbIO TIepefaTh MOIY/II0 MHOKECTBO apTyMeHTOB. [Ijisl 9CTeTUKMU
MX MOYKHO TTOMECTUTDb B HECKOJIBKO CTPOK. Kpome Toro, skeaTeabHO, YTOOBI
Ansible uHTepnpeTHpoBas apryMeHThbl Kak cioBapb YAML, motromy 4To B
YAML MO’KHO MCITO/Ib30BaTh yamllint [IJisI [IOMCKa OMEYaTOK , KOTOPbIE TPY/I-
HO OTBICKATh MPU UCIOIb30BaHMM CTPOKOBOTO (popmaTa. ITOT CTUJIb TAkKe
MTO3BOJISIET BBOOUTD O0JIee KOPOTKME CTPOKM, UTO YIIPOIIaeT CpaBHEHME Bep-
CUIA.

JIOpMH HPaBUTCS TAKOM CTUIb:

- name: Ensure nginx is installed
package: name=nginx update_cache=true

bac mpenrounTaeT CTUIb, IPUHATBHIA B YAML, mOTOMY 4YTO €ro Kop-
PEKTHOCTb MOKHO IIPOaHaIM3MPOBATD C IIOMOIIbIO yamllint:

- name: Ensure nginx is installed
package:
name: nginx
update_cache: true

Cmpykmypa cueHapus

[IpumeHUB BCe IpaBuiia, ONIMCAaHHbIE BbIIlIe, K HAlleMY ClLIeHapUIO, TTOJTyYUM
BTOPYIO Bepcuio (rpumep 3.6):

Mpumep 3.6. webservers2yml

- name: Configure webserver with nginx
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hosts: webservers
become: true
tasks:
- name: Ensure nginx is installed
package:
name: nginx
update_cache: true

- name: Copy nginx config file
copy:
src: nginx.conf
dest: /etc/nginx/sites-available/default

- name: Enable configuration
file:
src: [etc/nginx/sites-available/default
dest: [etc/nginx/sites-enabled/default
state: link

- name: Copy home page template
template:
src: index.html.j2
dest: [usr/share/nginx/html/index.html

- name: Restart nginx
service:
name: nginx
state: restarted

Onepayuu

B mo6om opmate — YAML miv JSON — cruieHapuii SIB/ISIETCSI CIIMCKOM C/TIOBa-
peii, Wiy crimckom onepauuti (play). Hair mpyMMepHbIi clieHapuii COOepsKUT
CIMCOK C eAVMHCTBEHHO oIlepalyeii ¢ MMeHeM Configure webserver with nginx
(Hactpoiika Be6-cepBepa nginx).

Bot sTa omnepaius:

- name: Configure webserver with nginx
hosts: webservers
become: true

tasks:
- name: Ensure nginx is installed
package:
name: nginx
update_cache: true
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- name: Copy nginx config file
copy:
src: nginx.conf
dest: /etc/nginx/sites-available/default

- name: Enable configuration
file:
src: [etc/nginx/sites-available/default
dest: [etc/nginx/sites-enabled/default
state: link

- name: Copy index.html
template:
src: index.html.j2
dest: [usr/share/nginx/html/index.html

- name: Restart nginx
service:
name: nginx
state: restarted

Kaxkmast omepaumsi HO/DKHA COMIEpPsKaTh IepeMeHHYI0 hosts, OIMpeess-
IONIYIO CITMCOK XOCTOB WJIM TPYTIITY, TAKYIO KaK webservers MJIM BOJIIIEOHYIO
rpymiy all (Bce XOCTBI B peecTpe), K KOTOPbIM OyIeT IPUMEHSIThCSI 9Ta OIle-
pauusi. BocripuHMMaiiTe omepainyio Kak HeuTo, CBSI3bIBAIOIee XOCThI U 3a-
mauu. MiHoTma BaM MpPUOETCS ONpedeisiTh pasHble omepauuy sl pa3HbIX
TPYIII XOCTOB, M BbI OyZeTe OmpenesisiTh 0 HECKOJIBKO OIepalyii B ClieHa-
pUSIX.

Kpome xocTOB 1 3aay, oriepalyuy Takske MOTYT COAEPKATh IMapaMeTphl.
MbI pacCMOTPUM 3TOT BOIIPOC TO3[IHEE, a ceifuyac MO3HAKOMMUMCS C TPeMsI
OCHOBHBIMM TTapaMeTpaMu.

name:

KommeHTapuit, omnuchiBawImii omepainio. Ansible BbiBemeT ero
repen, 3amyckom orepanyu. CumMTaeTcss XOpOoIIMM TOHOM HauMHATb
KOMMEHTapuii C 3aryIaBHO OYKBBI.

become:

Ecmm nmeeT 3HaueHMe «MCTUHA», TO Ansible BBITTOMHUT KaskKAYIO 3a-
mauy, IpeaBapuTeIbHO TIPUOOPETST MPUBWIETUN TT0JIb30BaTENSsI, 00b-
SIBJIEHHOTO B TapaMeTpe become_user. DTO MOKET MPUTOAUTHCS [JIST
yIpaBjeHus cepBepamu Linux, MOCKOAbKY MHOTME BepCUM 3TOM CU-
CTeMbI He TTO3BOJISIIOT yCTaHaBAMBaTh SSH-coeiHeHME C TIPUBUJIETH -
simu root. [Tpy Heo6XOAMMOCTM MTapaMeTp become MOSKHO yKa3aTh JIJIsI
KaKIO0M 3aJauy WM IJIS1 KaKOOW omepalluy, a B become_user MOXKHO
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yKa3aThb I10JIb30BaTEJIsI 00t (3TOT IT0JIb30BaTE b ITOAPa3yMEeBAETCS T10
YMOJTUYAHMIO, €CJTV OH OMYIIEH) VJIM IPYTOro M0JIb30BaTeJs, HO MMeli-
T€ B BUJIY, UTO become IMOTUMHSIETCS MOJIMTUKAM Ballleii CCTeMbI. Bo3-
MOKHO, TIOTpebyeTcsl U3MeHUTD ¢aiis sudoers, YTOObI HAa3HAUEHHBIN
T10JIb30BAaTE/Ib MOT TOJTYYUTH IIPUBUIIETUN TOOL.

vars:

Crmcok repeMeHHBIX U 3HaYeHMl. Mbl YBUAMM Ha3HaueHMe 3TOro
rapaMmeTpa Mo3gHee B JaHHOI I/IaBe.

3apauum

Hair mpumep clieHapusi COOepsKUT OFHY OIlepaluio C ISIThbI0 3aadaMid.
Bot nmepBas 3amaua:

- name: Ensure nginx is installed
package:
name: nginx
update_cache: true

B sTom npumepe 3aaya BbI3bIBAET MOAY/Ib C MMEHEM package U TIEpEAET
€My apTyMeHTBI name: nginx U update_cache: yes. OTM apTyMEHTBI COOOIIAIOT
MOZYJTIO package, YTO OH JIO/DKEH YCTAHOBUTD ITaKeT C MMEHeM nginx M OOHO-
BUTDb KeIIl ITaKeTOB (9KBMBAJIEHTHO BBITIOJTHEHUIO KOMAHbI apt-get update B
Ubuntu) nmepep ycTaHOBKOJ TakeTa.

Haxke mpuTOM, UTO MMeEHa 3aJau MOKHO He YKa3bIBaTb, I PEKOMEHIYIO
UCIIOJIb30BATh UX, IOCKOJIBKY OHU CIY3KAT XOPOIIMMY HATIOMUHAHUSIMU UX
mesneii. iMeHa OymyT 0COOEHHO IOJIe3HbI AJISI TeX, KTO IOIMBITAETCS Pa30-
6paThbCs B BallleM CIieHapuy, B TOM 4McJie ¥ BaM yepe3 rmonroaa. Kak mMbr yke
Buaenn, Ansible BeIBoguT MM 3agaum riepeq, ee 3amyckoMm. HakoHelr, KaK BbI
YBUOUTE B I7IaBe 16, MOXKHO TakKe MCIIOIb30BaTh (riar --start-at-task <uma
3apaun>, YTOOBI C TTOMOIIBIO ansible-playbook 3aITyCTUTB CIIEHAPUI C CEPEAVHbI
omepanyu. B aTom crydae HeO6XOAMMO COCTIAThCS HA 3a1a9y 110 MMEHN!.

AprymeHTbI A1 MOAY/ISI MOKHO MepenaTh KOMaHe ansible B BUJIe OJHOM
CTPOKM B ITapaMeTpe -a ¥ UCIIOJIb30BaTh IIapaMeTp -n [JIsl [lepefadyu MMeHU
MOLYJIA:

$ ansible webservers -b -m package -a 'name=nginx update_cache=true'

OpHako BayKHO IOMHUTB, UTO C TOUKM 3peHusi mapcepa Ansible aprymen-
ThI BOCIIPMHMMAIOTCS KaK OfHA CTPOKa, a He CJI0Bapb. B KOMaHAHOI CTPO-
Ke 9TO He BbI3bIBaeT HUKAKUX MPOOIeM, HO B CLieHAPUSIX SIBJISIETCS] YaCThIM
VICTOYHMKOM OHIMOOK, OCOOEHHO KOTZIa MCIIOAb3YIOTCSI CJIOSKHbIE MOMY/IN
¢ GONBIIMM KOTMYECTBOM HeoO0s13aTeNbHbIX apryMeHTOB. [Ijisi obmeryeHust
yrpaBieHus Bepcusimu bac mpefnounTaet pa3buBaTh apryMeHThl Ha He-
CKOJIBKO CTPOK. IToaTOMY OH BCeraa ucnonb3yeTt cuHTakeuc YAML:
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- name: Ensure nginx is installed
package:
name: nginx
update_cache: true

Moaynu

Mopmynu — 9TO ClleHapuu, KOTOpbIe MOCTaBIISIIOTCs ¢ Ansible 1 mpousBoasT
ompeje/ieHHbIe eiicTBMUS Ha Xocte. [IpaBma, Hago MPU3HATh, YTO 3TO OO-
BOJIbHO 00IIiee orycaHue, HO cpenyu Momy/eii Ansible BcTpeuaeTcst MHOXKe-
CTBO BapnaHTOB. Kak paccka3bIBayioch B r1aBe 1, Ansible BoimonHseT 3agauy
Ha XOCTe, TeHepupysl CIleHapuii, MCXOS U3 MMeHM MOZIYJISI M apTyMeHTOB, a
3aTeM KOMMpYeT 3TOT CIleHapuii Ha XOCT U 3arryckaet ero. Mogymnu gjist Unix/
Linux, koTopble mocTaBsioTcs ¢ Ansible, Hammcanbl Ha Python, a Mmogynu
st Windows Hamcanbl Ha PowerShell. Boi ske MoskeTe mycaTh CBOY MOIY/IN
Ha JII000M SI3BIKE.

B 3T0J1 I71aBe MUCIOb3YIOTCS CeAyolyie MOLY/IN.

package

YcraHaB/IMBaeT UIN yoajideT IIaKeThbl C UCITIOJIb30BaHMEM OUCIIETYEDA
IIaKeTOB XOCTa.

copy
Kormipyet ¢aii ¢ IokaabHO MaIIMHbI HA XOCTBI.

file

YcraHaBaMBaeT aTpuOyThI aiiyia, CMMBOIMYECKOM CChITKM MU KaTa-
Jjora.

service
3arryckaeT, OCTaHAB/IMBAET WM Tepe3arryckaeT CIykoy.

template
Co3pmaet ¢aiiy Ha OCHOBe 1a6JIOHA M KOIMMPYeT ero Ha XOCThI.

HDokymeHTauua no moaynam Ansible

Ansible mocTaBsieTcsi ¢ YTUIIUTOM KOMaHIHOM CTPOKM ansible-doc, KO-
TOpasi BIBOAUT JOKyMeHTaluio 1o monynsam Ansible. Mcnonb3syiiTe ee kak
man-CcTpaHuULbI 7151 Mopyseii Ansible. Harmpumep, 111 BpIBoZa TOKyMeHTa-
LMY K MOAYJTIO service BHITIOJIHUTE KOMaHIY:

$ ansible-doc service

YT0o06bI HaliTK 60JIee KOHKPETHbIE MOJTY/IN, CBSI3aHHbIE C AMCIIETYEPOM I1a-
KeToB apt B Ubuntu, morpo6yiiTe BBITIOJHUTb KOMaHIY:

$ ansible-doc -1 | grep “apt
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Pe3slome

Utak, ciieHapuii COmep>KUT OOHY MJIM HECKOJIbKO orepanuii. Onepamnumn
HA3HAYalOTCS HEYNOPsIIOUEeHHOMY MHOXECTBY XOCTOB U COflepXKaT yIopsi-
IlOueHHbIe CIUCKM 3amayd. Kakaas 3amavua uCrosab3yeT pPOBHO OJVH MOJTYJIb.
IOuarpamma Ha puc. 3.2 n3obpaxkaeT B3aMMOCBSI3M MEXKIY CII€HAPUSIMU,
orepanusiMu, XOCTamMu, 3aauaMu 1 MOOY/ISIMMU.

CueHapwmii /] Onepauus /]
(playbook) \ (play) N\
3aAaqa

Puc. 3.2. InarpamMma B3anMOCBS3€eMN

Ectb usmeHeHua? OTcneXxmBaHMe COCTOSSHUA XOCTA

Korpma BbI 3aIrycKaeTe KOMaHIy ansible-playbook, OHa BBIBOOUT MHGOPMAIINIO
0 COCTOSTHMM KaXKA0¥ 3a/1auM, BBITIOJTHSIEMOT B paMKax Orepalun.

BepHuTech K mpuMepy 3.5 u 06paTuTe BHMMAaHME, UTO COCTOSTHME HEKO-
TOPBIX 3a/1aU YKa3aHO Kak changed (M3MEHEHO), a IPyrux — ok. Hampumep, 3a-
naua «Ensure nginx is installed task» (ITpoBepuTh, yCTAaHOBJIEH I NZinXx)
MMeeT CTaTyC changed. Ha MOeM TepMuHasie OH BbleIeH JKeIThIM.

TASK: [Ensure nginx is installed] kkkkkkkhkkhkhhkkhkhhkhkhhhkhhhhkkhkkhkhhkkkxk

changed: [testserver]

C opyroii ctopoHbl, 3agaua «Enable configuration» (Bkiatountb koHbUTY-
pauuio) uMeeT CTaTyC ok, HA MOEM TepMMHAaJe OH BblJIe/IEH 3e/IeHbIM:

TASK: [Enable configuration] kkkkkkkhkkhkhhkkhkhhkhhkhhkhkhhkkhkhhkhhkkhkhkkkkk

ok: [testserver]

JTIto6ast 3amyuieHHas 3a7ja4a MOTeHI[MaTbHO MOXKET M3MEHUTDb COCTOSTHIE
xocTa. ITepes TeM Kak COBEPIIUTh KaKOe-I1b0 JeiicTBIe, MOLY/IU ITPOBEPSI-
0T, TpeOyeTCsl I U3MEHUTDb COCTOSTHME XOcTa. Eciu cocTostHMe XocTa COOT-
BETCTBYeT 3HAaUEHMSIM apIryMeHTOB MOAyJisl, TO Ansible He npeAnpMHUMAaeT
HUKAKMX IECTBUI ¥ COOOIIAET, UTO CTATYC ok.

Ecnu MekIy COCTOSTHMEM XOCTa ¥ 3HAUEHUSIMY apTYMEeHTOB MOJIYJISI €CTh
pasHuia, To Ansible BHOCUT M3MeHEHMS B COCTOSTHME XOCTa ¥ COOOIIIAET, YTO
cTaTyc 6bUT M3MeHEH (changed).

Kak nmokasaHo B IipuMepe Bbllle, 3a1a4ua «Ensure nginx is installed» Baec-
Jla UI3MEHeHMsI, @ 9TO 3HAUUT, UTO JI0 3aIycKa CIieHapusl TaKeT nginx He ObLT
ycraHoBJeH. 3aaua «Enable configuration» He BHec/a MU3MeHEHMIT, 3HAUNT,
Ha cepBepe yKke ObLT coXpaHeH (Gaiiy KOHUTYpALMH, M OH UIEeHTUYEH TOMY,
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KOTOPBIN IIPe/IonIaraaoch CKOMMpPoBaTh. 3 BbIllleCKa3aHHOIO CJIeYeT, YTO
B CI[EHapUM MOTYT MMEThCS «IIyCThIe omepaiuu» (HUUero He Aealiue),
KOTOpbIe MbI yaaaum. CTapaiiTech 3aIycKaTh ClieHApUy Yaille 1 IIpoBepsIii-
Te, YTO MpM MOCIeAYIONIMX 3aITyCcKaxX 3aauli BO3BPAIIAiOT CTaTyC ok.

ITo3ke B 9TOJ IM1aBe Mbl YBUIMM, YTO CIIOCOGHOCTh Ansible ompenensTh
M3MEHEeHMe COCTOSIHMSI MOKHO MCIIOJIb30BaTh [JIS1 BBIIIOJHEHMS JOIOIHM-
TeJIbHBIX IeVICTBUI C TIOMOIIbI0 06paboTunkoB. Ho maxke 6e3 06paboTUMKOB
I10JIE3HO MMETh B CBOEM pacIiopskeHmny nHdopMalinio 06 M3MeHeHUN CO-
CTOSIHMSI XOCTOB B Pe3y/IbTaTe BBIIIOTHEHMS ClIeHapuSI.

CmaHosumcsa 3Hamokamu: noddepxkka TLS

Tereps paccMoTpuM 6Gosiee CIOKHBIN TpuMep. [106aBUM B MpembI Iy
clieHapuii HacTpoliky nmognepskku TLSv1.2 Be6-cepBepoMm. ITomMHbIN ClieHa-
puii IpUBOAUTCS B IIpUMepe 3.9, a B 3TOM pasjese Mbl KPaTKO MpeacTaBUM
HEKOTOpbIe BO3MOKHOCTM Ansible:

e TIIepeMeHHbIE;

e IIVKJIbI;

e 06paboTuMKy;

* TeCThI;

e IIPOBEPKMU.

TLS n SSL

Bo3moxHo, BaM 6onee 3HakoMa abbpesmatypa SSL (Secure
Sockets Layer - cnoi 3awmuieHHbIx cokeToB), yem TLS. SSL -
370 6onee CTapblM NPOTOKON, MCNOJb3YEMbIN ANs obecnevyeHns
6€e30nNacHOCTM B3aMMOAENCTBMI Opay3epoB M Beb-CepBEpPOB;
MMEHHO ero Ucnosb3oBaHue oTMeYvaeTcs 4obaBneHneM CMMBONA
«S» B HTTPS. SSL npononkaeT pa3BnBaThbCs, M CaMas COBPEMEH-
Has ero Bepcus nMeet HoMmep v1.3. HecMoTps Ha TO 4YTO MHOTME
NpOAO/MKAT MCNoNb30oBaTh abbpesunatypy SSL, nogpasymesas
60/s1ee HOBbIM NPOTOKO/, B 3TOM KHUre 5 Byay MCNOnb30BaTb TOY-
Hoe Ha3BaHwue: TLS.

CospaHue ceptudukara TLS

Mbl [O/KHBI BPYUYHYIO co3aaTh ceptudurkat TLS. [Ias mpoMbliiieHHO
aKcruryaTauym ceptudukat TLS He06XoaMMOo IprMoOPeCcTH B LIEHTPE CEPTU-
duxkarym. Ho Mbl 6yeM MCIOIb30BaTh «CaMOIOAIMCaHHbI» (self-signed)
cepTuduUKaT, MOCKOIbKY €ro MOKHO CO3/1aTh OecIuiaTHO. BbImomHKUTe cieny-
0110 KOMaHIy B KaTasore ansiblebook/ch03/playbooks:
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$ openssl req -x509 -nodes -days 365 -newkey rsa:2048 \
-subj /CN=localhost \
-keyout files/nginx.key -out files/nginx.crt

Ona co3pact ¢aiiibl nginx.key u nginx.crt B mouKatrasore files BHyTpU Ka-
tasiora playbooks. Cpok meiicTBus cepTudukaTa orpaHuuYeH OGHUM TOIOM
(365 mHeit) co MHS ero co3maHmsl.

lNepeMeHHble

Terepb omnepalus B HallleM CLieHapuy BKIFOUAET paset vars:. DTOT pas-
ZeJT OTIpeiesisieT MSITh TepeMEeHHBIX M KaKI 01 MpycBauBaeT 3HaUeHMe:

vars:
tls_dir: /etc/nginx/ssl/
key file: nginx.key
cert_file: nginx.crt
conf_file: /etc/nginx/sites-available/default
server_name: localhost

B Hamtem npuMepe Kaxkaoe 3HaueHMe — 3TO CTpoka (HarmpuMmep, /etc/nginx/
sites-available/default), HO BOOOIIe 3HaYEHMEM I[€PEMEHHOV MOKET CITy-
SKUTD JII000e BhIpaskeHue, norryctumoe B YAML. B moronHeHe K CTpoKaM 1
6y/1eBbIM BbIpakeHMSIM MOYKHO MCIIOb30BaTh CIIMCKU U CJIOBApH.

[TepemeHHbIEe MOYXHO MCITOJIb30BATh B 3a/1a4ax 1 B ¢haiiiax mabaoHoB. s
CCBUIKM Ha TlepeMeHHbIe MCITOJb3YIOTCSI CKOOKM, Hampumep {{ mustache }}.
Ansible 3ameHuT 3TO BbIpakeHMe {{ mustache }} 3HAUEHMEM IepeMeH-
HOI1 mustache.

B HamieMm cuieHapmy uMeeTcs ciaenyronias 3agava:

- name: Manage nginx config template
template:
src: nginx.conf.j2
dest: "{{ conf_file }}"
mode: '0644'
notify: Restart nginx

ITpu ee BoimonHeHuM Ansible sameHuT "{{ conf_file }}" Ha /etc/nginx/sites-
available/default.

Koraa ucnonb3oBatb KaBbluku B cTpokax Ansible

Ewin  ccpuika Ha MepeMeHHYIO ClefyeT cpasy Iocjae MMeHU MOLYJS, TO
rmapcep YAML omm604YHO BOCIIPMMET ee KaK Hauajo BCTPOEHHOIO CJI0Bapsl.
Hanpumep:

- name: Perform some task

command: {{ myapp }} -a foo
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Ansible momnbiTaeTcsl MHTEPIIPETUPOBATH IEPBYI0 YaCThb BbIpaskeHUS
{{ myapp }} -a foo He KaK CTPOKY, a KaK CJIOBapb " BbIIACT OIIMOKY. B JTaHHOM
cryyae HeoOXOAMMO 3aK/IIOUMUTh aPTYMEHThI B KaBbIUKHA:

- name: Perform some task
command: "{{ myapp }} -a foo"

[Toxoskast ombKa BO3HMKAET IPY HAIMIMM BOETOUMS B aprymeHTe. Ha-
npuMep:

- name: Show a debug message
debug:
msg: The debug module will print a message: neat, eh?

IIBoeToUME B apryMeHTe msg COMBAET C TOJKY CMHTAKCUMYECKMII aHaIM3a-
Top YAML. UT00BI 1136€KaTh 3TOT0, HEOOXOAMMO 3aK/IIOUNUTh B KaBBIUKM BCE
BbIpakeHMe apryMmeHTa. [IJist 3TOro MOXXHO MCITOb30BaTh M OOMHAPHbIE, U
IBOJHbBIE KaBbIUKM; Bac mpeArounTaeT UCI0Ib30BaTh ABOVIHbIE KaBbIUKM,
KOIJIa B CTPOKE eCTh IIepeMeHHbIe:

- name; Show a debug message
debug:
msg: "The debug module will print a message: neat, eh?"

Ternepb cMHTaKCHUeckuii aHanuszatop YAML He ommubeTtcs. Ansible mmop-
IepXMUBaeT yepesoBaHue OAMHAPHBIX U IBOMHBIX KaBbIYEK, IO3TOMY MOXK-
HO IOCTYIUTb TaK:

- name: Show escaped quotes
debug:
msg: '"The module will print escaped quotes: neat, eh?"'

- name: Show quoted quotes
debug:
msg: "'The module will print quoted quotes: neat, eh?'""

OTO laeT OXXUTaeMblil pe3yJIbTaT:

TASK [Show escaped quotes] kkkkkkkkkkkkhhkkkkhhhhhrrhhhhhrkkkkhhhkrrkkkhhrkkkkdk

ok: [localhost] ==> {
"msg": "\"The module will print escaped quotes: neat, eh?\
}

TASK [Show quoted quotes] kkkkkkkkkkkkkkhhkkkkhhhhkrkhkhhhkkkkhhhhrrkkkhkrkkkkkk

ok: [localhost] ==> {
"msg": "'The module will print quoted quotes: neat, eh?'"
}
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CospaHune wabnoHa ¢ KoHPpurypaumen NGINX

Ectu BbI 3aHMMAaINCh BEO-IIPOTPaMMUPOBAHMEM, TO, BEPOSITHO, CTAJIKM-
Ba/IMCh C CUCTEMOJ 1a6JIoHOB 1jis1 co3manust pasmeTku HTML. Ecmu Her,
TO MOSICHIO, YTO IIA0JIOH — 3TO IPOCTOI TEKCTOBbIN (aii, IIe ¢ MCII0Ib30-
BaHMeEM CIIelaJbHOTO CMHTAKCHCa ONpenesloTCs epeMeHHbIe, KOTOPhIe
IOJDKHBI 3aMEHSIThbCSI (PaKTUUECKMMM 3HaueHusMM. ECu BbI KOrma-imoo
MoJyvaay aBTOMATUUYeCKM CreHepUPOBAHHOE JIEKTPOHHOE MUChMO OT Ka-
KOJi-1M60 KOMITaHMM, TO HAaBEPHSIKA 3aMEeTWIN, UTO B MIChbMeE MCITOTb3YeTCS
1a6710H, aHAJIOTMYHBIN TTPUBEIEHHOMY B IIpumepe 3.7.

MNpumep 3.7. LLIab610H 31€KTPOHHOIO NMCbMaA

Dear {{ name }},
You have {{ random_number }} Bitcoins in your account, please click: {{ phishing_url }}.

B ciyuae ¢ Ansible aTo He HTML-cTpaHuiibl UM 3/1IeKTPOHHbIE TTUCbMA,
a daiibl KoHbUrypaum. Ecim MOKHO M306ekaTh pelakTUpoBaHus $haitioB
KOH(MUTYpauuy BpyuyHyI0, TO JIyUIlle TaK U MOCTYIUTh. ITO 0COGEHHO T0JIe3-
HO, eCJIM VICTIO/Ib3YIOTCSI OAHMU U Te ke KOH(GUTYpalMOHHbIe TaHHble (Hallpy-
Mep, IP-afpec cepBepa ouepeay uin yueTHbIe CBeJIeHUSsI /11 6a3bl JaHHBIX)
B HeCcKonbkux (paiinax. [opasno pasymHee momMecTUTb MHOOPMALIMIO O KOH-
KPEeTHOM OKPY>KeHUM B OJHOM MeCTe, a 3aTeM CO3aBaTh Bce (aitibl, Tpedy-
IomIye 3Toi nHdopMay, Ha OCHOBe 1IabIoHa.

Insg monmepskku 11ab;10HOB B Ansible ncmonb3yercss MexaHu3M Jinja2 , Kak
" B 3aMeuaTesibHOM BebO-dpeiimBopke Flask. Eciu BbI kKorma-nnbo monb30Ba-
JUCh 6MGMMOTeKaMu maba0HOB, TakMMu Kak Mustache, ERB win Django, To
Jinja2 rnokaxeTcsl BAM 3HAKOMbIM MHCTPYMEHTOM.

B ¢aiin koudurypauum NGINX Heo6xoamumo m106aBUTh MHPOPMAIINIO O
MecTe XpaHeHUs Kimoda u ceptudukara TLS. YTOObI MCKITIOUUTD MUCTIONb30-
BaHMe XKeCTKO 3aJJaHHbIX 3HaUeHUI1, KOTOpble MOTYT U3MEHSThCSI CO Bpeme-
HeM, MbI BOCITOJIb3yeMcsI MOAePKKOI 111a610HOB B Ansible.

B karasnore playbooks co3paiiTe moaxkaTasor templates v daiin templates/
nginx.conf.j2, KaKk roxkasaHo B IipumMepe 3.8.

Mpumep 3.8. templates/nginx.conf.j2

server {
listen 80 default_server;
listen [::]:80 default_server ipv6only=on;

listen 443 ssl;

ssl_protocols TLSv1.2;
ssl_prefer_server_ciphers on;
root /usr/share/nginx/html;
index index.html;
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server_tokens off;
add_header X-Frame-Options DENY;
add_header X-Content-Type-Options nosniff;

server_name {{ server_name }};
ssl_certificate {{ tls_dir }}{{ cert_file }};
ssl_certificate key {{ tls_dir }}{ key file }};

location / {
try files Suri Suri/ =404;
}

MbI ucronb3yem pacmupenue daiiia .j2, 9To0bl IOKa3aTh, UTO (aiii sIB-
JsieTcst mabao0HOM Jinja2. OgHAKO Bbl MOXKETE MCII0Ib30BaTh JI060€ Apyroe
pacmmpenue. I Ansible 3To HeBasKHO.

B Hairem 11a6yioHe UCIOb3YIOTCS YeTbIpe IiepeMeHHbIe.

server_name
Vimst XocTa Be6-cepBepa (Hampumep, www.example.com).

cert_file

[TyTb K daitny ceptudukara TLS.
key_file
[TyTs K aitry 3akpbiToro kiova TLS.

tls_dir
Karasor co Bcemu atumu daiaamu.

MbI ornpenenm 3Tu repeMeHHbIe B CLIeHAPUN.

Ansible Takske MCITOIb3yeT MeXaHM3M IAa6GJIOHOB Jinja2 mjst ompemene-
HUSI TIepeMeHHbBIX B CIleHapusX. BCIIOMHMUTE: MbI y)Ke BCTpedasyu BbIpa-
>keHue {{ conf_file }} B camoOM clieHapuu. Bbl MOKeTe MCIOIb30BaTh BCE
BO3MOKHOCTM Jinja2 B cBouX I1abg0Hax, HO Mbl He Oygem Moapo6HO pac-
CMaTpMBaTh UX 30€Chb. 3a JOTOJHUTEIbHON MHpoOpMaIMeit o mabaoHax
Jinja2 ob6pamaiitech K obuimanbHOV HoKyMmeHTaluy (https://oreil.ly/JeOrA).
Bripouem, BaM efiBa jiu MOTPeOYIOTCSI BCe TTPOABMHYThIE BO3MOXKXHOCTH. HO
BbI IIOUTY HaBepHsiKa 6ydeme TMONb30BAThCS (PUIBTPAMM; Mbl pACCMOTPUM
UX B IOCJIeAYIOIIEel I/1aBe.

LUnknbi

Ectu moTpebyeTcst 3amyCTUTD 3a4a9y AJISI KaKIO0TO 3JIeMEeHTa M3 CITNCKa,
TO JIJIS1 3TOTO MOSKHO MCIOb30BaTh LMK loop. LIVKII BRITIO/IHSIET 3a4aUy He-


https://oreil.ly/Je0rA
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CKOJIbKO pas, KayKObIl pa3 3aMeHss JIeMeHT item pa3HbIMIU 3HAUEHUSIMU U3
YKa3aHHOTO CITMCKa:

- name: Copy TLS files
copy:
src: "{{ item }}"
dest: "{{ tls_dir }}"
mode: '0600'
Loop:
- "{{ key_file }}"
- "{{ cert_file }}"
notify: Restart nginx

O6paboTumku

A Teriepb BepHeMCsI K HallleMy clieHapuio webservers-tls.yml (mpumep 3.9).
OH comepsKUT pa3zen handlers ¢ OIpemeIeHUsIMU 00PabOTUMKOB:

handlers:
- name: Restart nginx
service:
name: nginx
state: restarted

Taxke B HEKOTOPBIX 3a[1a4aX MOXKHO YBUAETb MHCTPYKIINIO notify:

- name: Manage nginx config template
template:
src: nginx.conf.j2
dest: "{{ conf_file }}"
mode: '0644'
notify: Restart nginx

O6paboTuMKM — 3TO OHA 13 POPM YCJIOBHOTO BBITIOTHEHMS, TTOAIE P3KI -
BaeMbIX B Ansible. O6pabomuuk cX0X ¢ 3afaueii, HO 3aMMyCKaeTCsl TOIbKO
1ocJie TIOJyYeHMsT YBeIOMJIEHUS OT 3a/auy. 3a/iava MocbliaeT yBeIoMIIe-
HIe, ey OOHAPYKMBAETCS M3MEeHEeHYe COCTOSTHUS CUCTEMBI TIOCTIE e€ BbI-
MTOJTHEHMSI.

3amaua yBemoMisieT 06paboOTUYMK C MIMEHEM, MepelaHHbIM eif B apryMeH-
Te. B mpempiayiiem nmpumepe umst oopaboTunka Restart nginx. Cepsep NGINX
HY’KHO TTepe3aIryCTUThb, eCTY U3MEHUTCS JIF06071 13 KOMITOHEHTOB:

o kmou TLS;

o ceptudmuxar TLS;

 (ait1 KoHbUrypanuu,

* ComepKMMOe KaTajora sites-enabled.
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MbI o6aBIsIEM MHCTPYKIIMIO notify B KaXKIYIO 3a/1a4y, UTOOBI 06€CIIeunThb
nepe3arnyck NGINX, ec/iu BbITIOJTHSIETCS OIHO U3 3TUX YCIIOBUIA.

Heckonbko ¢akroB 06 06paboTumkax,
KOTOpble He06X0AMMO NOMHUTb

O6pa6OT‘lI/IKI/I O0OBIYHO BBITIOJTHSIOTCS I1OCTIe 3aBepluieHNs BCEX 3aaa4d U
TOJIbKO OOMH pa3, nake eC/Iin OBIIIO IMOJIYy4€HO HEeCKOJIbKO YBE,ELOMHGHMVI. Uro-
ObI 3aIlyCTUTDb O6pa6OTqI/IK B CepeanHe ornepannm, Hy>KHO I)ILO6aBI/IT]:; cieny-
omue 1se CTPpOKM:

- name: Restart nginx
meta: flush_handlers

Ecnu cuieHapuit COmepsKUT HECKOIBKO 06paboTUMKOB, TO OHU BCEra BbI-
TIOTHSIIOTCS B TIOPSIIKE C/IelOBaHMs B pa3szese handlers, @ He B MOPSIIKE T10-
CTYIUIEHWS] YBEOOMJIEHUIA.

B odunmanbHoit moKymMeHTauyu Ansible roBopuTcs, 4To 06pabOTUMKY B
OCHOBHOM MCITOJIb3YIOTCSI IJ1s1 Tlepe3alrycka Cyk6 u repesarpysku. JIopuH
MCITIONb3YeT UX UCKIIOUNTEIBHO JIJIs Tlepe3arrycka CIysk6 — OH CUMTaeT Ta-
KO TIOAXO0[ HEeOOIbION ONTUMM3ALMeEN, KOTAA CTysKObI Tepe3aryCcKaTcs
TOJILKO OAMH pa3 U TMpPU HAJIUYUY U3MEHEeHUIl BMeCcTO 6e30rOBOPOYHOr0
repe3sarrycka Bcex CJIyk0 B KOHIIEe CIIeHapusl, TOTOMY YTO Iepe3aIryck OJHO
CTY>KO6bI 0OBIYHO He 3aHMMaeT MHOTro BpemeHu. Ho ripu nepesarrycke NGINX
€CTh PUCK MOBJIMSITH HA CEaHChI TTOIb30BaTeNelt; yBeToMIeHNsT 06paboTum-
KOB ITOMOTAIOT 136€ekaTh HEHYKHbIX ITepe3aryckoB. bac Jo6UT mpoBepsITh
KOHbUTypauuio nepes nepe3amyckoM, 0CO6eHHO eC/iv peub UIET O KPUTH-
YyecKM BasKHOI cTyk6e, Takoii Kak sshd. OH Bcerpa 1cIionb3yeT 06paboTym-
KU, YBeIOMJISIIOIIVE IpyTiie 06paboTIMKIA.

TecTupoBaHue

OnHa 13 mpobseM, CBSI3aHHBIX C 00paboTUMKaMM, 3aK/II0YAETCSI B TOM, UTO
OHM MOTYT 3aTPYIQHSTh OT/IaKy clieHapueB. [Ipo6ieMa 06bIYHO pa3BOpaum-
BaeTcs IPMMEPHO TaK:

e 4 3aIlyCKal0 CLieHapuii;
e OlHA U3 33a4 C YBeJOMJIEHEM M3MEHSeT COCTOSTHUE;

e B CledywoINel 3amadye BO3HMKAeT OmIMOKa, IpepbiBaoiasi paboTy
Ansible;

S VICIIPABJISIIO OMIMOKY B CLIEHAPUM;
» 3amyckato Ansible cHOBa;

e HM OJJHA U3 33/1a4 He co06IIaeT 06 M3MEeHEeHUY COCTOSTHUSI BO BTOPOit
pa3s, Ansible He 3amyckaeT 06paboOTUYMK.
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B Takux cyvasix 1mosie3HO BKJIIOUUTD TeCT B clieHapuii. B Ansible ecTb mo-
ITYJTb uri, KOTOPBI MOXKET BbITOMHATh HTTPS-3ampock A1 MpoBepKu pabo-
ThI BeO-cepBepa:

- name: "Test it! https://localhost:8443/index.html"
delegate_to: localhost
become: false
uri:
url: '"https://localhost:8443/index.html’
validate certs: false
return_content: true
register: this
failed_when: "'Running on

not in this.content"

MpoBepka

Ansible 3ameyaTesbHO yMeeT reHepUpPOBaTh OCMbICJIEHHbIE COOOIIEHMS
006 omnmbKax, eciyu Bbl 3a0yieTe MOCTaBUTh KaBbIUKYM B HY’KHBIX MeCTax U B
WUTOTE MOyYuTe HegomyCcTuMbIi YAML, a yamlint TOMOraeT HaliTH enje Me-
Hee 3aMeTHbIe MpobaeMbl. Kpome TOTO, ansible-lint — 3TO MHCTPYMEHT Ha
si3piKe Python, momoraronmii HaxoguUTh MOTeHIMaIbHbIe POOJIEMBbI B Clie-
HapUsIX.

O6s13aTesIbHO TTPOBepsiiTe cMHTAKCUC Ansible Bammx cliieHapueB Iepe
3aITyCKOM. BOT Kak MOXXHO 3TO cenaTh:

$ ansible-playbook --syntax-check webservers-tls.yml

$ ansible-lint webservers-tls.yml

$ yamllint webservers-tls.yml

$ ansible-inventory --host testserver -i inventory/vagrant.ini
$ vagrant validate

CueHapui

Ecsiu BbI cieioBasy 3a pMMepamu B 3TOV I71aBe, TO Tellepb Balll ClieHapuit
IOJIKEH BBITJISIIETh, KaK ITOKa3aHo B mpumMepe 3.9.

Mpumep 3-9. playbooks/webservers-tis.yml

- name: Configure webserver with Nginx and TLS
hosts: webservers
become: true
gather_facts: false

vars:
tls_dir: /etc/nginx/ssl/
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key file: nginx.key

cert_file: nginx.crt

conf_file: /etc/nginx/sites-available/default
server_name: localhost

handlers:
- name: Restart nginx
service:
name: nginx
state: restarted

tasks:
- name: Ensure nginx is installed
package:
name: nginx
update_cache: true
notify: Restart nginx

- name: Create directories for TLS certificates
file:
path: "{{ tls_dir }}"
state: directory
mode: '0750'
notify: Restart nginx

- name: Copy TLS files
copy:

src: "{{ item }}"
dest: "{{ tls_dir }}"
mode: '0600'
loop:
- "{{ key_file }}"
- "{{ cert_file }}"
notify: Restart nginx

- name: Manage nginx config template
template:
src: nginx.conf.j2
dest: "{{ conf_file }}"
mode: '0644'
notify: Restart nginx

- name: Enable configuration
file:
src: [etc/nginx/sites-available/default
dest: [etc/nginx/sites-enabled/default
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state: link

- name: Install home page
template:
src: index.html.j2
dest: /usr/share/nginx/html/index.html
mode: '0644'

- name: Restart nginx
meta: flush_handlers

- name: "Test it! https://localhost:8443/index.html"
delegate_to: localhost
become: false
uri:
url: 'https://localhost:8443/index.html'
validate_certs: false
return_content: true
register: this
failed_when: "'Running on
tags:
- test

1

not in this.content"

3anycK cueHapus

3amyck ClieHapus BbIMTOIHSIETCSI KOMaHA0M ansible-playbook:
$ ansible-playbook webservers-tls.yml

BoiBOA, MO/IKeH BBHIMVISIAETD IIPMMEPHO TaK:

PLAY [Configure webserver with Nginx and TLS] *¥##kkkkkkkksssssarniiiiiiiiiiiik

TASK [Ensure nginx is installed] khkkkkkhhhhhhhhhhhhdhhhhhhhhdhdhhddhdhhhbhdrdds

ok: [testserver]

TASK [Create directories for TLS certificates] *#xiiiiikikriiidikibtniiiiikktt
changed: [testserver]

TASK [Copy TLS files] khkkhkkhhhhhhhhhhhhhhhhhhbhhhhdhhhhhdhhdhdhhddhdbhdbhbddds

changed: [testserver] => (item=nginx.key)
changed: [testserver] => (item=nginx.crt)

TASK [Manage nginx config template] khkkkkkkkkhhhhhkkdhhhhhhhkbhhhhhhkrkhdddhhhrs
changed: [testserver]

TASK [Install home page] kkkkkkkkhkhhhhhhhhhhhhhhhhhhhhhhhhhhhdhhhhdhhhhhhhhhrdd
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ok: [testserver]

RUNNING HANDLER [Restart nginx] kkkkkkkkhkkhkhkkkhkhhkhkkhhkhkhhkkhkhhkkhkhhkkkk

changed: [testserver]

TASK [Test it! https://localhost:8443/index.html] *##kktkkiitbikitiibrtihitbkiis
ok: [testserver]

PLAY RECAP #**¥kkkkkdkkkkkkkdkkkkhkhkhhrhdhhhhrbbhhrbbbbhbrbbhbrbrhbrbrbrdbrbrdrs

testserver : ok=7 changed=4 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

OTkpoiiTe B 6pay3sepe crpauuity https://localhost:8443 (e 3a6ynbTe «S»
B KOHIIe https). Eciu Bbl ucrosnb3zyeTe Chrome, To, Kak u 51, MOIy4ynTe He-
MIPUSITHOE COOOIIEeHME O TOM, UTO «yCTAHOBJIEHHOE COeIHEeHMe He 3ally-
meHo» (puc. 3.3).

@ Privacy error X -+

& > C A NotSecure | localhost:8443 * O

A

Your connection is not private

Attackers might be trying to steal your information from localhost (for example, passwords, messages, or
credit cards). Learn more

NET::ERR_CERT_INVALID

some page content to Google. Privacy policy

Puc. 3.3. HekoTopsble 6pay3epbl, Takue kak Chrome,
He [LOBepsIoT «CaMOoMoANMUCaHHbIM» cepTudumkatam TLS

He 6ecrokoiitech. OmmbKa oxkumgaeMa, ITOCKOIbKY Mbl CO3a/IM «CaMO-
ToAIcaHHblii» ceprudumkar TLS. A Takue 6paysepsl, Kak Chrome, moBepsi-
IOT TOJIBKO CepTU(MKATAM, BHITYIIEHHBIM JOBEPEHHBIM IIEHTPOM cepTudu-
KaIuun.
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Shebang

Korga B Unix-nogo6HoM onepauMoOHHOM CUCTEME TEeKCTOBbIN
(aiin nMeeT paspeLleHne Ha BbIMOIHEHWE, TO Mbl HA3bIBAEM €ro
cueHapueM. Ecnu nepsas cTpoka B dainie HauMHaeTcs C ABYX
CMMBONOB #!, TO MEXaHM3M 3arpy3ku NporpamMMbl UHTEPNPETU-
pyeT OCTaBLUYKCA YacTb NePBOW CTPOKM Kak AMPEKTUBY, onpese-
NSIOLLYI0 UHTEpNpeTaTop, KOTOPbIW ClenyeT Bbi3BaThb A8 obpa-
60TkM cueHapusi. OH 3anycTUT MHTepNpeTaTop U nepenacTt eMy
CLUEHApUM KakK apryMeHT. Mbl MU3MEHUNU pa3peLleHns ANs Ha-
wero cueHapus (webservers-tls.yml), 06bSIBUB COAEpXKALLMIA ero
(ann BbINOMHAEMbIM, U 3aNyCTUAKX DAl Co CneaytoLLen CTpoKon
shebang. (CumBon # 6e3 ! — 3T0 MPOCTO KOMMEHTapHiA.)

#!/usr/bin/env ansible-playbook
# 3TOT CueHapuit Tenepb byaeT BLINOAHATLCA C nomoubl ansible-playbook.

3aknroyeHue

B 9TOi#1 r;1aBe MbI M3yUMIM MHOTOE U3 TOTO, umo nenaeT Ansible ¢ xoctamm.
OO6paboTUMKM — JIUIIb OJHA M3 (HOPM YIIpaBIeHUS] ITTOTOKOM BbIIOJTHEHMSI,
nogaepskuBaeMbIx B Ansible. B rjmaBe 9 Mbl pacCMOTPUM IIUKIMUECKOE U YC-
JIOBHOE BBITIOJIHEHME 3aJlau Ha OCHOBe 3HAueHUii repeMeHHbIX. B ciienyio-
IIeii I7IaBe MbI TaKKe IIOTOBOPUM 00 acriekTe kmo. [IpyruMu cioBamMu, Kak
OMMCATh XOCThI, HA KOTOPBIX JOJIKHBI BBITIOMHSITHCS CLIeHAPUMA.
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PeecTp: onucaHue cepeepos

o HaCTOSIIIIEro MOMEHTA MbI PACCMATPUBAJIM PabOTY JIMIITb C OHUM CEpPBe-
poM (i xocmom B TepMmuHooruu Ansible). PeecTp B mpocreiiiiem Buae —
9TO CIIMCOK MMEH XOCTOB, IT€PEUVCIEHHbBIX Uepe3 3amsITyi0, KOTOPbIii MOXET
naske He COflepskaTh BHEITHUX CEPBEPOB:

$ ansible all -1 'localhost,' -a date

B nmeiicTBUTENBbHOCTM BaM MPEACTOUT YIIPABASITh MHOTMMM XOCTaMM.
['pyrina XocToB, JaHHBIMM O KOTOPBIX pacronaraet Ansible, HasbiBaeTcs pe-
ecmpom (inventory). B aT0Ji r71aBe Bbl y3HaeTe, Kak COCTaBUTb PeeCTp, ONM-
CBIBAIOILIMI IPYIIITY XOCTOB.

B Hacrosmuit MmoMeHT Hail Qaiin ansible.cfg omkeH BBITISIIETD, KaK I0-
Ka3aHo B mpuMepe 4.1, 1 BKIKYATh BCe TUIarMHbl NOAIEPKKM peecTpa.

Mpumep 4.1. ansible.cfg

[defaults]
inventory = inventory

[inventory]
enable_plugins = host_list, script, auto, yaml, ini, toml

B aT0i1 I71aBe Bce MpMMeEpPhI PeecTpOB MbI OyIeM COXpaHSITh B KaTajore
inventory. Peectp Ansible — oueHb rMOKMii 0OBEKT: 3TO MOKET OBITh TEKCTO-
BbIii (aiiyl (B HeCKOMbKUX opmaTax), KaTaJoT WM BbITIONHSIEMbIi (aii,
MpyUyYeM HEKOTOPbI€e BBITIOSHSIeMbIe (haiiibl TOCTABJISIIOTCS B BI/Ie TUIATMHOB.
[InarMHbl OAIEPsKKY peecTpa MO3BOJISIIOT YKa3aTh MCTOUHMK JAHHBIX, Ha-
TpMMep MOCTaBUIMKA 0OIaYHBIX YCIYT, IJIsT COCTABIEHMS peecTpa.

Cepx BaH [MHpepaxtep (Serge van Ginderachter) - cambiit aBTo-
pUTETHbIN cneuuanuct no peectpam Ansible. Mbl HacTosITenbHO
pekoMeHAyeM noymTaThb ero 6nor (https://oreil.ly/tUABr).
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PeecTp MoOsKeT XpaHUTBCST OTHIENIBHO OT clieHapueB Ansible. 9To o3Haua-
€T, UTO MOKHO CO3[aTh €[VHbBI/ KaTaJor PeecTpoB MAJISl UCIIOIb30BaHUS C
Ansible B KoMaHIHO# CTpOKe, COAePKaINX XOCThI, paboTatonux B Vagrant,
Amazon EC2, Google Cloud Platform, Microsoft Azure 1 Boo611ie rje yromHo!

@aiin peecmpa

CaMblIif TPOCTO¥ CITOCO6 OMMCATh MMEIOIIMECST XOCThl — IMEPEUNCTIUTh UX B
TEeKCTOBOM (baiisie, KOTOPBIi MPUHSITO HAa3bIBATh (pailiom peecmpa xocmos.
B nipocreiiiiiem ciayuae peecTp — 3To ¢aiin hosts, cogepskaiiuii CIMCOK MMeH
XOCTOB, KaK MOKa3aHo B mpumepe 4.2.

Mpumep 4.2. MpocTenwunin dban peectpa

frankfurt.example.com
helsinki.example.com
hongkong.example.com
johannesburg.example.com
london.example.com
newyork.example.com
seoul.example.com
sydney.example.com

Cucrema Ansible aBToMaTuuecku 1obasiisieT B peecTp XocT localhost. OHa
TTOHMMAET, UTO UM localhost CChIIIAETCS Ha JIOKATIbHYI0 MAIlIMHY, TO3TOMY OY-
IleT B3aMMOJeICTBOBATh C Hel HaNpsiIMyto, MuHyst SSH-coenHeHue.

BsodHas yacme: Heckonbko MmawuHd Vagrant

[y 06CyKIeHsT IPUEeMOB PabOThI C peecTpoM HaM IOTpe6yeTCss HECKOJIb-
KO XOCTOB. ﬂaBaVITe HaCTpoOuM B Vagrant TpU XOCTa M Ha30BeM UX vagranti,
vagrant2 U vagrant3.

[Ipeskae ueM BHOCUTh M3MeHeHus B daiin Vagrantfile, He 3a6ynbTe yma-
JIUTD CYILLeCTBYIOLIYIO BUPTYaJIbHYI0 MAlllHY, BbIIIOJIHMB KOMaHY:

$ vagrant destroy --force

Ecmm 3amycTuth 3Ty KoMmaHay 6e3 duiara --force, To Vagrant ImpeajIosKuT
MOATBEPINUTD YIaJIeHNE KaskKA0i BUPTYaTbHOM MAIlMHbI U3 TIePeUMCIeHHbIX
B Vagrantfile.

ITocne sToro namenure ¢aiin Vagrantfile, Kak rmokasaHo B ripumepe 4.3.

Mpumep 4.3. Vagrantfile c Tpemsa cepeepamu

VAGRANTFILE_API_VERSION = "2"

Vagrant.configure(VAGRANTFILE_API_VERSION) do |config|
# Mcnonb30BaTh OAMH U TOT Xe KANY ANS BCEX MauyH
config.ssh.insert_key = false
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config.vm.define "vagrant1l" do |vagranti|
vagrantl.vm.box = "ubuntu/focalé4"

vagrantl.vm.network "forwarded port", guest:
vagrantl.vm.network "forwarded port", guest:

end
config.vm.define "vagrant2" do |vagrant?|
vagrant2.vm.box = "ubuntu/focalé4"

vagrant2.vm.network "forwarded port", guest:
vagrant2.vm.network "forwarded port", guest:

end
config.vm.define "vagrant3" do |vagrant3|
vagrant3.vm.box = "centos/stream8"

vagrant3.vm.network "forwarded port", guest:
vagrant3.vm.network "forwarded_port", guest:

end
end

Haunnas c Bepcun 1.7, Vagrant no yMmos4aHUIO MCHIOIb3YeET AJIST KaKI0TO
xocTa cBoi1 SSH-xitou. B ripumMepe 4.3 NpuUCyTCTBYET CTPOKA, KOTOpasi BO3-
Bpaiaer Vagrant K UCIOJIb30BaHMIO OGHOTO SSH-K/II0Ua [IJIsT BCEX XOCTOB:

config.ssh.insert_key = false

Hcronb30BaHMe OGHOTO ¥ TOTO JKe K/TIoYa JIsl BCEX XOCTOB YIIPOIaeT Ha-
cTpoiiky Ansible, MOCKOMIBKY B 3TOM ciyuae TpeOyeTcsl yKa3aThb B KOHQUTY-

paiuu ToIbKO oauH SSH-KiTH0Y.

Tenepb NMpeAIoNokMUM, UTO KaXKAbI M3 3TUX CEPBEPOB IMOTEHLMATbHO
MOKeT ObITh BeO-CcepBepoM, IO3TOMY B ripumepe 4.3 ropThl 80 1 443 Ha KasK-
noii MaiHe Vagrant 0ToOpaskeHbl B ITIOPTHI JIOKAJIbHOM MalllMHBbI.

80, host: 8080
443, host: 8443

80, host: 8081
443, host: 8444

80, host: 8082
443, host: 8445

BupTyanbHble MallIMHBI 3aITyCKAKTCSI KOMaHIO0M:

$ vagrant up

Ecin Bce B IIopsaKe, OHa BbIBEIET CjieAyrolee:

Bringing machine 'vagrant1' up with 'virtualbox'
Bringing machine 'vagrant2' up with 'virtualbox'
Bringing machine 'vagrant3' up with 'virtualbox'

provider...
provider...
provider...

vagrantl: 80 (guest) => 8080 (host) (adapter 1)

vagrantl: 443 (guest) => 8443 (host) (adapter 1)

vagrantl: 22 (guest) => 2222 (host) (adapter 1)
==> vagrantl: Running 'pre-boot' VM customizations...

==> vagrantl: Booting VM...

==> vagrantl: Waiting for machine to boot. This may take a few minutes...

vagrantl: SSH address: 127.0.0.1:2222
vagrantl: SSH username: vagrant
vagrantl: SSH auth method: private key
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==> vagrant1: Machine booted and ready!
==> vagrant1: Checking for guest additions in VM...
==> vagrant1: Mounting shared folders...
vagrantl: /vagrant => [Users/bas/code/ansible/ansiblebook/ansiblebook/ch@3

Hanee mapajiTe MOCMOTPUM, KaKye MOPTHI JIOKAJIbHOV MalIMHbBI OTOOpPA-
>KeHbI B 1TOpT SSH (22) KaXka0oit BUPTYaJIbHOM MalllMHbl. HAaIIOMHMM, UTO 3TU
IlaHHbIE MOYKHO ITOJTYYUTb KOMaHI0M:

$ vagrant ssh-config

Pe3yanaT JOJIDKeH BBIIVIAOETDb ITPMMEePHO TaK:

Host vagrantl
HostName 127.0.0.1
User vagrant
Port 2222
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorin/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL
Host vagrant2
HostName 127.0.0.1
User vagrant
Port 2200
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorin/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL
Host vagrant3
HostName 127.0.0.1
User vagrant
Port 2201
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
IdentityFile /Users/lorin/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL

Bonbmras yacts MHQOPMAaLMM B BBIBOJE ssh-config IOBTOPSIETCSI, U €€ MOXK-
HO COKpaTUTb. OTAMYaIOTCS TOIbKO HOMEpa IMTOPTOB Ha JIOKAJIbHONM MallllHe,
B KOTOpbIE OTOOGPAXKAIOTCS MOPThI BUPTYaJbHBIX MaIlMH. Tak, IJis vagrantl
UCTIONIb3YeTCS TTOPT 2222, njist vagrant2 — mopT 2200 m 1151 vagrant3 — mopt 2201.
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[To ymomuanuio Ansible ucronb3yeT jokanbHOro KiveHnta SSH, T. e. oHa 6y-
IeT TTIOHMMATB JII0Oble TICeBIOHUMbI, HaCTpOeHHbIe B (aitie KoHpurypammm
SSH. ITosTOMY MBI MCITO/Ib3yeM TOACTAaHOBOYHbIN 3HaK B (paiine ~/.ssh/config:

Host vagrant*

Hostname 127.0.0.1

User vagrant

UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no

IdentityFile ~/.vagrant.d/insecure_private_key

IdentitiesOnly yes
LogLevel FATAL

Nsmenute daitn hosts, Kak MOKa3aHO HIKe:

vagrantl ansible_port=2222
vagrant2 ansible_port=2200
vagrant3 ansible_port=2201

Terepb MpoBepUM JOCTYITHOCTb 3TUX MalIlMH. Hampumep, ogyudnTh MH-

dbopmariuio o cetreBoM nHTepderice B vagrant2 MOKHO KOMaHIOJ:

$ ansible vagrant2 -a "ip addr show dev enp0s3"

OHa Io/KHA BBIBECTY IIPUMEPHO Cllemyoniee:

vagrant2 | CHANGED | rc=0 >>

2: enp@s3: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc fq_codel state UP

group default qlen 1000

link/ether 02:1e:de:45:2c:c8 brd ff:ff:ff.ff:ff:ff

inet 10.0.2.15/24 brd 10.0.2.255 scope global dynamic enp@s3
valid_1ft 86178sec preferred 1ft 86178sec

inet6 fe80::1e:deff:fe45:2cc8/64 scope link

valid_lft forever preferred lft forever

[MosedeHueckue napamempsbi Xxocmoe 8 peecmpe

s onucanus mamMH Vagrant B daiiie peectpa Ansible Heo6xonyMo SIBHO
yKasaTh mopt (2222, 2200 mym 2201), K KoTopomy 6yzaeT rnmogkaoyaTbest SSH-
KJIMeHT cucTeMbl Ansible. B Ansible Ty mepemeHHbIe Ha3bIBAIOTCS N08EJeH -
ueckumu napamempamu (behavioral parameters). HeKoTopble 13 HUX MOKHO

MCITOTb30BaTh JIJIS1 U3MEHEeHMST 3HaUeHMI 110 yMouaHuio (Tabi. 4.1).

Ta6bnuua 4.1. MNoBeneH4Yeckme napameTpbl

3HaveHune
Nma Onucanue
o YMO/YaHMI0
ansible_host Mms xocTa Mms xocta unu IP-agpec
ansible_port 22 MopT ans noaknYeHus no npotokony SSH
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3HaueHune
Nma Onucanue
N0 YMOJ/IHAHUIO
ansible_user $USER Monb3oBaTenb 41 NOAKIYEHMS MO NPOTO-
kony SSH
ansible_password (HeT) lMaponb Ans nogkntoyeHus no npotokony SSH
ansible_connection smart Kak Ansible 6yaeT noakmto4aTbes K XoCTy (CM.
cnenyrwmin pasaen)
ansible_ssh_private_key_file (HeT) 3akpbITbii SSH-kNOY Ans ayTeHTUdUKaLMmM no
npotokony SSH
ansible_shell_type sh KomaHaHas obonouka Ans BbIMOAHEHNUS KO-
MaH[, (CM. cnepyrowuii pasaen)
ansible_python_interpreter /Jusr/bin/python | TlyTb K MHTepnpeTatopy Python Ha xocTe (cM.
cnenyowmin pasaen)
ansible_*_interpreter (HeT) AHanorv ansible_python_interpreter ans apy-
TUX A3bIKOB (CM. CNeayoWwmnin pasaen)

Ha3HaueHye HEKOTOPBIX TapaMeTPOB OUEeBUIHO M3 UX Ha3BaHUM, ApyTue
Tpe6YIOT IOTIOTHUTENbHBIX TTOSICHEHWIA.

ansible_connection

Ansible moggepskuBaeT HECKOJIBKO MPAHCNOPMO8 — MEXaHMU3MOB IT0]I-
KJIIOUeHMs K XocTaM. [1o yMOT4aHUIO UCIT0/Ib3YeTCsl TPAHCIIOPT smart.
OH npoBepsieT MOAIePKKY JOKaTbHbIM SSH-K/IMeHTOM (GYHKIIUM Con-
trolpersist. ECtu SSH-KMeHT mogaepskuBaet ee, To Ansible 6yger uc-
M10/1b30BaTh JIOKaJbHOTO SSH-KNMeHTa. EC/iM TOKanbHBIN KIAUMEHT He
MO IEPSKUBAET ControlPersist, TOTIA TPAHCIIOPT smart OYZIET UCITOTb30-
BaTh 6ubnmorexky SSH-kinmnenTa Ha Python ¢ HazBanuem Paramiko.

ansible_shell_type

Ansible ycranaBimmBaeT SSH-coemuHeHMs C yIaJe HHBIMY MaIlllMHAMMU
¥ 3aTeM 3amycKaeT Ha HuX ciieHapuu. [To ymomyaunio Ansible cumra-
€T, YTO Ha YAAJeHHbBIX MaIIMHAaX MCIOIb3yeTCs] KOMaHAHAsI 000/10uKa
Bourne Shell, moctymHas kak /bin/sh, v co3maeT mapamMmeTpbl KOMaH/I -
HOJi CTPOKM, COOTBETCTBYIOIIME 060/0uKke Bourne Shell.

B sTom mapameTrpe MOXHO Takke mepefaTb 3HaUeHMe csh, fish MiIm
powershell (ripu pab6orte ¢ Windows). [Ipu 3TOM nMmeiiTe B BUAY, UTO
Ansibly He ToaepskMBaeT orpaHNYeHHbIe KOMaHIHbIe 000T0UKMA.

ansible_python_interpreter
Mopnynu, BXogsinye B coctaB Ansible, peann3oBanbl Ha Python, mosTo-
My Ansible goyskHa 3HATh MECTOIIONIOKEHME MHTepIpeTaTopa Python

Ha y#aJeHHOol MaliuHe. Bam MoxeT moTpe6OBaTbCS UBMEHUTh 3TY
repeMeHHY10, UTOObI YKa3aTb MyTh K TpebyeMoii Bepcum MHTepIipe-
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tartopa. CaMblit TPOCTO¥ crIoco6 3armycTuTh Ansible o yrpaBieHu-
eM Python 3 — ycTaHOBUTB ee ¢ TOMOIIBIO pip3 M HACTPOUTb JaHHBIN
rnapameTp, Kak TOKa3aHO HIKe:

ansible_python_interpreter="/usr/bin/env python3"

ansible_*_interpreter

Ecsiu BbI cobupaeTech UCIIOIb30BaTh HECTAHIAPTHBIE MOIY/TN, HATTV -
caHHbIe He Ha Python, ucIonb3yiiTe 3TOT MapaMeTp, UTOOBI OIpeie-
JIUTh TIYTh K MHTEPIIpETaTOpy (Hampumep, /usr/bin/ruby). TlonpobHee
06 3TOM MBI TTIOTOBOPMM B I1aBe 12.

MepeonpeneneHue 3Ha4YE€HUI NO YMONUYAHUIO

B noBeAeHYeCKUX napamMmetTpax

[lepeonpenenTb 3HAUEHMS 10 YMOIUAHMIO HEKOTOPBIX MTOBEJeHUYECKINX
rapaMeTpOB MOXKHO B ceKLmu [defaults] daitna ansible.cfg (tabmn. 4.2). [Tomy-
MaiiTe, e Jyulie CAeaaThb 3TO. SIBJISIOTCS IV M3MeHeHMSI IMYHbIM BbIOOpOM
MJIM OHM KacaloTcsl Bceii Balieii komaHabl? IToTpebyeTcst 1M 4acTh Balllero
peecTpa [Jisl HACTPOWKM APYroro okpyskeHusi? HamoMHMM, 4TO HAaCTPOUTH
rmapameTpbl SSH MokHO B daiine ~/.ssh/config.

Ta6nuua 4.2. 3HayeHns No YMOMUYAHMIO, KOTOPbIE MOXHO M3MeHUTb B ansible.cfg

MoBeneHuyeckuit napameTp MNMapametp B ¢aiine ansible.cfg
ansible_port remote_port

ansible_user remote_user
ansible_ssh_private_key_file ssh_private_key_file
ansible_shell_type executable (cMm.cnenyrowmit ab3aw)

[TapameTp executable B aiisie ansible.cfg He cOBceM TO ke caMoe, UTO I0-
BeJleHYeCKUil1 mapameTp ansible_shell_type. [lapamMeTp executable omnpenenseT
TIOJIHBIN ITyTh K MCIIOJIb3YEMOI KOMaHIHOI 060JI0UKe Ha yaaJleHHOi Ma-
muHe (Harpumep, /usr/local/bin/fish). Ansible BbiOMpaeT UMsI B KOHI[E 3TOTO
iyt (aJis /usr/local/bin/fish aTo 6ymet ums fish) 1 UCIIOIB3YeT €ro Kak 3Ha-
YyeHMe I10 YMOITUYaHUIO OJIsI ansible_shell_type.

[pbynnesl, 2pynnesi u ewe pas 2pynnsi

3aHMMasICh HACTPOKaMy, Mbl OOBIUHO COBEpIIAeM JECTBUS HEe C OJHUM
XOCTOM, a C UX Ipymmoi. Ansible aBTomMaTnuecky OIpeaenseT TPyImy all
(unu *). OHa BKJIIOYAET BCE XOCThI, IIepeurcieHHble B peecTpe. Hampumep,
MbI MOYKEM IIPMMEPHO OLIEHUTHh CMHXPOHHOCTD XO/la YaCOB Ha MallMHaX C
ITOMOIIbI0O KOMaH/Ibl:
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$ ansible all -a "date"
178)0/1
$ ansible '*' -a "date"
Ha komnbioTepe baca oHa BeiBesia ciaenymlee:

vagrant2 | CHANGED | rc=0 >>
Wed 12 May 2021 01:37:47 PM UTC
vagrantl | CHANGED | rc=0 >>
Wed 12 May 2021 01:37:47 PM UTC
vagrant3 | CHANGED | rc=0 >>
Wed 12 May 2021 01:37:47 PM UTC

B daiiie peecTpa MOKHO OIpenensaTb CBOu Tpymibl. Paiiael peecTpa B
Ansible odbopmisioTcst B popmare .ini, B KOTOPOM IMapaMeTpbl IPYIIIMPY-
IOTCSI B CEKLIVM.

BOT Kak MO’KHO 00BeAVMHUTD B TPYIIY vagrant Haly Vagrant-xoCcTbl Hapsi-
Iy C IPYTUMM XOCTaMU U3 TIpUMepa, TPMBOAMBILIETOCS B Havasie I71aBbl:

frankfurt.example.com
helsinki.example.com
hongkong.example.com
johannesburg.example.com
london.example.com
newyork.example.com
seoul.example.com
sydney.example.com

[vagrant]

vagrantl ansible_port=2222
vagrant2 ansible_port=2200
vagrant3 ansible_port=2201

Takske MOKHO ObLIO ObI ITepeunuInTh Vagrant-xocTsl B Hauase daiiia u
MMOTOM OOBEAVIHUTD UX B TPYIIITY:

frankfurt.example.com
helsinki.example.com
hongkong.example.com
johannesburg.example.com
london.example.com
newyork.example.com
seoul.example.com
sydney.example.com
vagrantl ansible_port=2222
vagrant2 ansible_port=2200
vagrant3 ansible_port=2201
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[vagrant]
vagrant1
vagrant?
vagrant3

I'pyIimmbel MOKHO OTIpenensiTh, KaK BaM 3a0/1aropacCyIuTCs: OHM MOTYT ITe-
pecekaThCst UM ObITh BIOKEHHBIMMN. ITOPSITOK C/ieTOBaHMSI TPYIIIT HE IMEeT
3HAYEHMs, TVIaBHbIV KPUTEPUi1 — yI060UNTA€MOCTb.

Mpumep: passepTbiBaHue npunoxenusa Django

[IpencraBbTe, YTO BbI OTBEYAETE 33 Pa3BEPThIBAHIE BEG-TTPUIIOKEHNS, Pe-
aJI30BaHHOTO Ha OCHOBE (peiiMBOpKa Django 1 BHITIOTHSIOIETO TPOIOI-
SKUTeIbHBbIE onepaiyy. UYTo6bl pa3BepHYTh MPUIOKEHNE, HA XOCTE AOKHbBI
TaKKe MPUCYTCTBOBATD:

e TIOCJIeIHSISI BepCUsl caMoro Be6-mpuoskeHust Django, BBITTOIHSIEMOTO
HTTP-cepBepom Gunicorn;

» BeO-cepBep NGINX, Haxomsmuiicst repen cepsepom Gunicorn u 06-
CJIY>KMBAIOUIMI CTaTUYECKMEe PeCypChl;

e ouepenb 3amau Celery, BbIMOMHSOINIASI TPOIO/KUTEbHBIE OIlepalyn
oT iniia Be6-cepBepa;

e mucmeTuep ouepemeit coobiieHmnii RabbitMQ, obecreunBaionuii pa-
6oty Celery;

« 06a3a maHHbBIX Postgres, 1cronb3yeMas B KaUeCTBe XpaHUIUIIA.

B mocnenyommx raBax Mbl ITOAPOOHO pacCMOTPUM MIPUMeEpP pa3BepThI-
BaHMsT Django-npuiioxkeHnst Takoro Tmna. Ho B Tom rpumMepe He OyIyT MC-
ronb3oBaThes Celery n RabbitMQ. Takske mpencTaBbTe, UYTO JaHHOE MTPUIIO-
>KeHVe HeoOXOAMMO pa3BepHYTh B Pa3HBIX OKPYKEHMUSX: MPOMbBILIIIEHHOM
(0151 peasbHOTO MUCII0Ab30BAHMS), TECTOBOM (/1S TECTMPOBAHMS HA XOCTaX,
K KOTOPBIM 4JI€HbI Halleli KOMaHIbl MMEIT AOCTYI) U B Vagrant (/s j0-
KaJIbHOTO TEeCTMPOBAHMS).

B IMpOMBINIUIEHHOM OKPY>KeHUY He0OX0AMMO 00eCIeunTh ObICTPhIN 1 Ha-
J€KHbIN OTKIUK CUCTEMBI, [I03TOMY MbI:

* 3allyCTUM Be6-HpI/II[O)KeHI/Ie Ha HECKOJIbKMX XOCTaX U IIOCTaBUM IIe-
pea HUMU GEUIEIHCI/IPOBH_U/IK Harpys3Kku;

e 3aITyCTUM CepBephI ouepeneit 3a4a4 Ha HECKOIbKIMX XOCTaX;

» ycraHoBuM Gunicorn, Celery, RabbitMQ u Postgres Ha OTHeIbHBIX
cepBepax;

e JCIIOJNIb3YeM JiBa XOCTa [JisI pa3MelleHMs] OCHOBHOW 06a3bl JAaHHBIX
Postgres u ee konuu.
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IorycTuM, 4TO Yy HAaC MMEIOTCSI OAMH 6aJaHCUMPOBIIMK HArpys3Ku, TpU
Beb-cepBepa, Tpu ouepeau 3aay, onuH cepep RabbitMQ 1 1Ba cepBepa 6a3
IAHHBIX, T. €. Bcero 10 xocToB (puc. 4.1).

banan-
CHPOBLUMK

Postgres

Puc. 4.1. [lecaTb XOCTOB, Ha KOTOPbIX NpeanonaraeTcs
pa3BepHyTb NpunoxerHue Django

[TpencTraBMM TakKe, UTO B OKPYsKEHMM JIJIsT 0OOKAaTKM (Staging) Mbl penin
VICIIO/Ib30BaTh MEHbIIIe XOCTOB, YeM B [IPOMBIILIJIEHHOM OKPY>KeHUU. JTO I10-
3BOJIUT COKPATUTh U3JIEPKKHU, TTOCKOIbKY Harpy3ka Ha OKpYy>XeH1e 0OKaTKu
OyzmeT cyuiecTBeHHO HipKe. JIoImyCcTuM, Mbl PelIyii HACTPOUTh B TECTOBOM
OKpY>KeHUM BCero JiBa Xocta. Mbl ycTaHOBMM Be6-cepBep U JucIeTyep ove-
peny 3aa4 Ha OAMH XOCT, a RabbitMQ u Postgres — Ha gpyroii.

B 10kanpHOM OKpYy>keHuu Vagrant Mbl pellniy UCII0Ib30BaTh TPU CepBe-
pa: ofyH — 1151 Be6-IIPUIIOsKeHNs1, BTOPOIL — IJIsl AyicIieTyepa ouepen 3amad,
TpeTuit — i ycraHoBku RabbitMQ u Postgres.
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B npumepe 4.4 nipencTaBiieH BapMaHT BO3MOXKHOTO daiisa peecTpa, B KO-
TOPOM Hallli CepBepbl CrPYNIIMPOBAHBI 110 IPUHALJIEKHOCTY K OKPYKEHUIO
(TpOMBIIILZIEHHOMY, TeCTOBOMY, Vagrant) 1 1o GyHKI[MOHATbHOCTU (Be6-cep-
Bep, OUCIIeTUep ouepenu 3amad U T. 1.).

Mpumep 4.4. Gain peectpa ong passepTbiBaHUa npunoxenus Django

[production]
frankfurt.example.com
helsinki.example.com
hongkong.example.com
johannesburg.example.com
london.example.com
newyork.example.com
seoul.example.com
sydney.example.com
tokyo.example.com
toronto.example.com

[staging]
amsterdam.example.com
chicago.example.com

[1b]
helsinki.example.com

[web]
amsterdam.example.com
seoul.example.com
sydney.example.com
toronto.example.com
vagrantl

[task]
amsterdam.example.com
hongkong. example.com
johannesburg.example.com
newyork.example.com
vagrant?

[rabbitmq]
chicago.example.com
tokyo.example.com
vagrant3

[db]
chicago.example.com
frankfurt.example.com
london.example.com
vagrant3
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MpbI MorIM GBI CHauaia IIepeurcInTh BCce cepBephbl B Hauaje ¢aiiia, He
oTpemessisi TPYIIIbI, HO B 3TOM HET HEOOXOAMMOCTM, M 3TO CIe1aio ObI daiit
TOJIBKO JIJTMHHEE.

O6patuTe BHMMaHMe, YTO HaM IMOHAA06MIOCh TOJIBKO OIMH pa3 yKas3aTh
MoBeleHYeCKye TTapaMeTphl 15T 9K3eMIUISIpoB Vagrant.

MceBpOHUMDBI M NOPTHI
MpI onmcany Halu XOCThl Vagrant Tak:

[vagrant]

vagrantl ansible_port=2222
vagrant2 ansible_port=2200
vagrant3 ansible_port=2201

VMmeHa vagrantl, vagrant2, vagrant3 — 3TO ncesdoHums!. OHM He HaCTOSIIye
MIMEeHa CepBepoB, HO MX YIOOHO MCII0/b30BaTh OIS 0003HAUYEHMS] XOCTOB.
Paspemienne umeH B Ansible ocyliecTBisieTcs ¢ MCIIOIb30BaHMEM PeecTpa,
KoHurypaumonsHoro ¢aiiia SSH, daiina /etc/hosts u DNS. 3Ta rmOKOCTb I10-
JIe3Ha Mpu pa3paboTKe, HO MOKET BbI3BATh ITyTAHMUILY.

Ansible mogmepKMBaeT CUHTAKCUC <hostname>:<port> OIMCAHMUSI XOC-
TOB. TO €CThb CTPOKY C ONMCAHMEM vagrantl MOMHO 3aMEHUTh OObSIBIEHM-
eM 127.0.0.1:2222 (mpumep 4.5).

Mpumep 4.5. 370T peecTp He paboTaeT

[vagrant]

127.0.0.1:2222
127.0.0.1:2200
127.0.0.1:2201

OnHako HaM He yAacTcsl 3aJ1eliCTBOBATh TUTIOTETUUYECKUI peecTp, mpe/i-
CTaBJIeHHBIN B mpuMepe 4.5, moromy uto ¢ IP-agpecom 127.0.0.1 MOXKHO
OTpeneanTb TOJbKO OIUH XOCT, IO3TOMY TPYIINa vagrant B 9TOM CJIydyae MO-
SKeT CoepsKaTh JUIIb OIUH XOCT.

lpynnuposka rpynn

Ansible mosBosisieT Takke OIpenensiThb IPYIIIbl, COCTOSIIME U3 IPYTUX
rpymi. Hanmpumep, Ha Be6-cepBepbl M Ha CEpBEPbI ouepeeit TpedyeTcs ycra-
HOBUTH (peitMBOpPK Django u ero 3aBucuMMocTi. IToaToMy GymeT Ioie3HO
OTIpeNeIUTD TPYIIITY django, BKITFOUAIOIILYIO 00€ BhINIeyKa3aHHbIE TPYITIThL. 115
9TOTO IOCTATOYHO A06aBUTh CJIETYIOIINE CTPOKM B (aiisl peecTpa:

[django:children]

web

task
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O6paTuTe BHMMaHME, UTO AJISI OTIpeAeIeHIsI TPYIIIIbI TPYIII UCITOTb3YeTCs
IPYTOJ CUHTAKCUC, OTJIMUHBIN OT CMHTaKCMCa OTIpeieIeHNs TPYTIIIbl XOCTOB.
bnaromapst aTomy Ansible moiiMeT, UTO web ¥ task — 3TO TPYIIIIbI, @ HE XOCTHI.

MmeHa xocToB ¢ HOMepamu
(moMaluHMe NUTOMLIbI U CTAA0)

®aiin peectpa B mpumepe 4.4 BBIIJISIAUT AOCTATOYHO CJIOKHBIM. Ha camom
Zeyie OH OIMMCHIBAET BCEro JIMIIb 15 pasHbIX XOCTOB. A 3TO KOJTMYECTBO He
TaK yX ¥ BeJIMKO B HalleM 06/1a4yHOM Oe3pasMepHOM mupe. Tem He MeHee
naxke 15 xocToB B daiiyie peecTpa MOTYT BbI3bIBATh 3aTPyIHEHMS, IOTOMY
YTO KaKABIN XOCT MMeeT CBOe, YHUKATbHOE UMSI.

Bun Betikep (Bill Baker) n3 Microsoft Beigent omimunTe/bHble 0CO6EH-
HOCTM yTIPaBJIeHUs cepBepaMy, KOTOpble MHTEPIIPeTUPYIOTCS KaK domaul-
Hue numomuypl 1 Kak cmado'. CBOMM JTOMaIIHUM MTUTOMIIAM MbI IaeM OT/IN-
YyyuTeIbHbIEe MMeHa M paboTaeM C HUMU B MHAVBUIYAJIbHOM TIOpSIKE, HO
SKMBOTHBIX B CTaZle MbI YaCTO UAEHTUGUIIMPYEM 10 X HOMEPaM.

[Tomxomd K MMEHOBAHMIO CEPBEPOB C MCITOMb30BaHNEM HyMepauuu 6oree
MacuITabupyemsiii, 1 Ansible ¢ 1eTKOCTBIO MOAIEPKUBAET €T0 MOCPeCTBOM
YMCJIOBBIX 1a610HOB. Hanpumep, ecin y Bac umeeTcst 20 cepBepoB ¢ MMeHa-
My web1.example.com, web2.example.com v T. 1., TO BbI MOKeT€e OIMCATb UX
B (baiine peecTpa Tak:

[web]

web[1:20].example.con

Ecsmi Bbl ITpeiriounTaeTe UCI0Ib30BaTh BeayInye Hyau (Hanpumep, web01.
example.com), ykaxkuTe uX B oIipefieJieHUM Juarna3oHa :

[web]
web[01:20].example.com

Ansile mommepskMBaeT Takke BO3MOKHOCTb OIIpefeNeHMs] OuMara3oHOB
6ykB. Eciiv BBI TIpearouyMTaeTe MCIIOMb30BaTh YCIOBHbIE O0003HAUEHMS
web-a.example.com, web-b.example.com n T. [i., TOT/Ia TTOCTYIIATE TaK (IJIsT TEX
ke 20 cepBepoB):

[web]
web-[a-t].example.com

[MepemeHHble xocmoe u 2pynn: 6HymMpeHHss
CMopoHa peecmpa

BcmomHuMTe, Kak Mbl OINpenennin MoBeAeHuYecK e rmapaMmeTpsl IJ1s1 XOCTOB
Vagrant:

L' 3ror repmun npeyoxui Pauay Buac (Randy Bias) u3s Cloudscaling (https://oreil.ly/Zsvdf).


https://oreil.ly/Zsvdf
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vagrant1 ansible_host=127.0.0.1 ansible_port=2222
vagrant2 ansible_host=127.0.0.1 ansible_port=2200
vagrant3 ansible_host=127.0.0.1 ansible_port=2201

OTu MmapamMmeTpbI ABJIAIOTCA II€epeMEHHbIMU, MUMEIOIIMMU ocoboe 3HaUeHMe
OJisd Ansible. ToyHO Tak ke MOKHO 3a44aThb IlepeMeHHbIe C ITPOM3BOJIbHbIMA
MMEHaMM M COOTBETCTBYIOIIME 3HAaUYEeHMS OJIsd PAa3HbIX XOCTOB. HaanMep,
MO>KHO OIIpene/INThb IIepeMeHHYIO color ¥ IIPUCBOUTH e YHUKaJIbHOE 3Ha4ue-
HUe OJI51 KaKO0To cepBepa:

amsterdam.example.com color=red
seoul.example.com color=green
sydney.example.com color=blue
toronto.example.com color=purple

9Ty mepeMeHHYIO 3aTeéM MOKHO VMCITOJIb30BaTh B CLIEHAPUM KaK JIFOOYIO
Ipyrylo. ABTOpbI KHUTU PeJIKO 3aKpeIvISIIOT IlepeMeHHble 3a OTAelbHbIMU
XOCTaMM, HO YacTO CBSI3bIBAIOT MlepeMeHHbIe C IPYIIaMu.

B npumepe ¢ Django Be6-IIpUIOKEHNIO U IMUCIIETUEpPY ouepenn HeoOXo-
IUMO B3aumopeiicTBoBaTh ¢ RabbitMQ u Postgres. IIpenmonoxum, JOCTyI
K 6a3e maHHbIX Postgres 3amuiieH Ha CeTeBOM YPOBHE (TOJIBKO Be6-ITPUIIO-
SKeHMe U JUCIIeTYep ouepean 3aau MOTYT MCIIOIb30BaTh 6a3y MJaHHbIX) U Ha
YPOBHE yUeTHbIX JaHHbIX. JJocTyn K RabbitMQ 3amiuiieH mpu 3TOM TOJbKO
Ha CeTeBOM YPOBHE.

[y mpuBeeHMs TaKoii CUCTEMBI B pabouee COCTOSTHME HEOOXOAMMO Ha-
CTPOUTD:

* Ha BeO-cepBepax: MM XOCTa, OPT, MMSI TTOJIb30BaTeJIsI ¥ TTapOoJib OC-
HOBHOTO cepBepa Postgres, a Takke M 6a3bl JaHHBIX;

e Ha cepBepe OucIieTuyepa ouepean: UMs XOCTa, OPT, MMSI IT0JIb30BaTe-
JISL ¥ TIapOJTb OCHOBHOTO cepBepa Postgres, a Takske MM 6a3bl JaHHbIX;

» Ha Beb-cepBepax: UMsI XOCTa U MOPT cepBepa RabbitMQ;

e Ha cepBepe AuCIeTYEpPa OuepeAy: MMs XOCTa M TIOPT cepBepa
RabbitMQ;

* Ha OCHOBHOM cepBepe Postgres: nms xocTa, [IOpT, MMsI IT0/Ib30BaTeJIs
M TIapoJIb cepBepa Komuu 6a3bl JaHHBIX Postgres (TOMBKO B ITPOMBIIII-
JIEHHOM OKDY>KeHUN).

HNudopmaiyus o KoHPUTrypauyum 3aBUCUT OT OKPYKeHM S, T0OITOMY MMe-
eT CMBIC/ OTIpe/ie/IUTh I'PYIIIOBbIe MepeMeHHbIe JJisI POMBILIIIEHHO,
TeCcTOBOI U Vagrant rpyril. B npumepe 4.6 mokasaH OAVH U3 BapUAHTOB
00BsIBJIEHMS 3TOV MHGOpPMAILMM B BUJle TIepeMeHHbBIX TPyIIN B daiiie pe-
ectpa. (B raBe 8 GymeT mokasaH 6oJiee yIauHbIi CIIOCO0 XpaHeHUs Ia-
poJieit.)
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Mpumep 4.6. OnpeneneHne NEPEMEHHbIX FPYNM B peectpe

[all:vars]

ntp_server=ntp.ubuntu.com
[production:vars]
db_primary_host=frankfurt.example.com
db_primary_port=5432
db_replica_host=1ondon.example.com
db_name=widget_production
db_user=widgetuser
db_password=pFmMxcyD;Fc6)6
rabbitmg_host=johannesburg.example.com
rabbitmg_port=5672

[staging:vars]
db_primary_host=chicago.example.com
db_primary_port=5432
db_name=widget_staging
db_user=widgetuser
db_password=L@4Ryz8cRUXed]j
rabbitmg_host=chicago.example.com
rabbitmg_port=5672

[vagrant:vars]
db_primary_host=vagrant3
db_primary_port=5432
db_name=widget_vagrant
db_user=widgetuser
db_password=password
rabbitmg_host=vagrant3
rabbitmg_port=5672

O6patuTe BHUMaHMeE, UTO ITepeMeHHbIe TPYII 00beIUHSIIOTCS B CEKIUA
C UMeHaMM [<uma rpynnbi>:vars]. TaK’Ke OTMeTbTE, UTO MbI BOCIIOJIb30Ba/INCh
TPYIIIOi all, KoTopyio Ansible co3maeT aBToMaTUeCKY, YTOOBI ONPEIETUTH
repeMeHHbIe JJIS BCeX XOCTOB.

[MepemMeHHbIe Xocmos u 2pynn: co30aHue
cobcmeeHHbIX ¢aiinos

Ewin y Bac He CIMIIIKOM MHOTO XOCTOB, IIepeMeHHbIe MOXKHO ITOMECTUTH B
daiin peectpa. Ho ¢ yBennueHnem o6beMa MHGOPMAILY CTAHOBUTCST BCE
CJIOKHEe YIIPaBJIsITh MepeMeHHbIMU TakKuM criocob6om. Kpome Toro, xors
nmepeMeHHble Ansible MOTYT XpaHUTD JIOTMUYECKME U CTPOKOBbIE 3HAUEHNS,
CTIVICKY U CIOBapH, B (aiiyie peecTpa IOMyCKaeTcs 3aaBaTh TOTbKO JIOTUYe-
CKM€ U CTPOKOBBIE 3HaUEHMSI.
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Ansible mogmepskuBaeT 607ee MacCIITaOMPyeMbIil TTIOAXOM K YIIPaBJIEHMUIO
repeMeHHbIMI. BbI MOKeTe CO3[1aTh OTHAEIbHbIN (ailyi ¢ IepeMeHHbIMMU
IJIST K&SKIOTO XOCTa M KayKI 0¥ TpyIibl. Takue ¢haiiibl TepeMeHHbBIX TOJIKHbI
umeThb hopmat YAML.

Ansible mpoBepsier Hamuume (GaiioB TepeMEeHHBIX XOCTOB B KaTajore
host vars u ¢aiiyioB mepeMeHHbIX I'PYIIIT B KaTajaore group_vars. Ty KaTa-
JIOTY OOJIKHBI HAXOAUTBHCS B KaTalore CO ClieHapueM MM B KaTajiore C pee-
crpom. Eciiu MMeroTcst 06a KaTasora, TO KaTajor O CIleHapueM IMpoCcMaTpy-
BaeTCsI ITePBBIM, a KaTaJIoT C PEECTPOM — BTOPBIM.

K nipumepy, moryctum, uto JIOpuH XpaHUT ClieHapuu B Katayore /home/
lorin/playbooks/, a daiin peectpa — B katasnore /home/lorin/inventory/hosts,
TOTIA OH JOJ/DKEH ObUT ObI COXpaHUTh IepeMeHHbIe IJIs1 XOCTa amsterdam.
example.com B (aiine /home/lorin/inventory/host vars/amsterdam.example.
com, a TIepeMeHHbIe [IJIST TPYIIIbI XOCTOB B ITPOMBIIIEHHOM OKPY>KeHUU —
B (paitsie /home/lorin/inventory/group_vars/production (mpumep 4.7).

Mpumep 4.7. group_vars/production

db_primary_host: frankfurt.example.com
db_primary_port: 5432

db_replica_host: london.example.com
db_name: widget_production

db_user: widgetuser

db_password: 'pFmMxcyD;Fc6)6'
rabbitmg_host: johannesburg.example.com
rabbitmg_port: 5672

151 ipecTaB/ieHMsT STUX 3HAYeHMIA TaKsKe MOXKHO MCII0b30BaTh CI0Ba-
pu YAML, KaK moka3aHo B mpumepe 4.8.

Mpumep 4.8. group_vars/production, co cnoBapsimu

db:
user: widgetuser
password: 'pFmMxcyD;Fc6)6'
name: widget_production
primary:
host: frankfurt.example.com
port: 5432
replica:
host: london.example.com
port: 5432
rabbitmg:
host: johannesburg.example.com
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port: 5672

[Ipn wmcrnionb3oBaHumu cioBaperi YAML AOCTyN K IepeMeHHBIM IOOJIKeH
MMPOM3BOAUTHCS C IOMOIIbIO TOUEUHOI HOTAIUN:

"{{ db.primary.host }}"
Takke K IepeMeHHbIM B CJIOBape MOKHO 00paIlaThCs TaK:

"{{ db['primary']['host'] }}"

CpaBHI/ITe ST ABa IpmuemMa C TeéM, KaK MbI O0JI>KHbI ObLIN ObI 06pamaTbc51
K IIepeMEeHHbIM B IIPOTMBHOM CJ/Iydae:

"{{ db_primary_host }}"

[Tpu skelaHUM MOXKHO TTPOIOJIKUTDL pa3ouBKy nHpopMauymu. Ansible mo-
3BOJISIET OTIPeAeINTb group_vars/production Kak KaTajaor ¥ TOMeCTUTh CroJia
HecKobKo ¢aiioB YAML c onpeneneHusimu rnepeMeHHbIX. Hammpumep, 1e-
peMeHHbIe, OTMChIBalOIIVe 6a3y JaHHBIX, MOXKHO TTOMECTUTh B OAVH (aii,
a mepeMeHHbIe, onMchiBawIIye RabbitMQ, — B Apyroii, Kak IToKa3aHo B IIpU-
mepax 4.9 n 4.10.

Mpumep 4.9. group_vars/production/db

db:
user: widgetuser
password: 'pFmMxcyD;Fc6)6'
name: widget production
primary:
host: frankfurt.example.com
port: 5432
replica:
host: london.example.com
port: 5432

Mpumep 4.10. group_vars/production/rabbitmq

rabbitmg:
host: johannesburg.example.com
port: 6379

B 006111eM 1 11€JI0M JIyUllie He YCIOXKHSTD M He pa30uBaTh IepeMeHHbIe Ha
CJIMIIKOM 00JbIoe KoauuecTBo (aiioB. OgHaKO B OOMBIIMX KOMaHAAX U
MpOeKTaxX IIeHHOCTh OTAeNbHBIX (haifioB BO3pacTaeT, Tak KaK MHOTMM MO-
KeT IoTpeboBaThCs M3BJIEKATh M paboTaTh ¢ daiiaaMu OTHOBPEMEHHO.
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LuHamuyeckuili peecmp

Ilo HacTOosIIero MOMeHTa MbI SIBHO OMMChIBA/IM HAIIM XOCThI B (paiiyie peect-
pa. OmHaKo BaM MOKeT ITOHaA00UThCSI XPAaHUTD BCIO MH(MOPMAIIUIO 0 XOCTaxX
BO BHeIlHel cucTeMe. Hampumep, ey XOCTbl pacronarailoTcs B obnake
Amazon EC2, To Bcst uHbopMaliust o Hux 6ymeT XxpaHuTtbest B EC2, 1 BbI cMoO-
’KeTe M3BJIEKaTh ee rmocpencTsoM Beb-uHTepdeiica EC2, Query API umu ¢
MOMOIIIbIO MHCTPYMEHTA KOMaH/IHOV CTPOKM, TAKOTO Kak awscli. [Ipyrue 06-
JIauHble TIpoBaliiepsbl MOAIEePKUBAIOT MTOXOKME UHTepdeiichl.

Ectn BbI yIipaBiisieTe CBOMMM COOCTBEHHBIMM Ce€pBEpaMM, MCIIONb3YS
aBTOMAaTU3MPOBAHHYI0 CUCTEMYy MHULIMAAU3aLuu, Takylo kak Cobbler nin
Ubuntu Metal as a Service (MAAS), To OHa y>Ke OTC/IEKMBAeT Balll CepBe-
pbl. W, MOKeT ObITh, BCS Bala MHGOPMAIMS XPAaHUTCSI B OTHON U3 TEX
MIPUYYIIMBBIX 6a3 MaHHBIX yrpaBieHus KoHurypammsimu (Configuration
Management DataBases, CMDB).

B aTom ciayyae BaM He MPUIETCS BPYYHYIO KOMMPOBaTh MHGOpPMAINIO
B (a1 peecTpa, MOCKOJIbKY B KOHEUHOM CueTe 3TOT (daiiyl He OymeT CooT-
BETCTBOBAThb COMEPKMMOMY BHEIIIHEeN CUCTEeMBI — MOAJMHHOTO MCTOYHMKA
IaHHBIX O Ballux xocTax. Ansible monmepsxkuBaet QyHKIMIO UHAMUUECKO20
peecmpa, KOTOpas MO3BOJsIeT U36eXKaTh KOMMPOBAHMS.

Ecnu daiis peecTpa oTMeUeH Kak BBITIOMHSIEMbIi, TO Ansible 6yzmeT nHTep-
MIPEeTUPOBATh ero Kak CLeHapuii JMHAMMUYeCKOro peecTpa U 3aIlycKaTh ero
BMECTO UYTEHMSI.

Coenatb davin BbIMOMHAEMbIM MOXHO KOMaHAOM chmod +x.
Hanpumep:

$ chmod +x vagrant.py *

MnaruHbl NnopaepXKU peecTpos

B cocraB Ansible BXoguT HeCKOIbKO BBIMIOJNIHSIEMbBIX (aiiyioB, KOTOpbIe
MOTYT MOAK/ITIOYATHCS K Pa3IMYHbIM 00IaUHBIM CHCTEMaM IIPU YCIOBUM, UTO
BbI YCTaHOBUTE Bce Heobxomumoe 10 1 HacTpouTe ayTeHTUDUKALINIO. DTUM
TIarMHaM o6bIYHO TpebyeTcst KoHbUTypaunoHHsiii paitn YAML B Kataore
inventory, a Tak’)ke HeKOTOpbIe TiepeMeHHbIe OKpYXKeHUs Win ¢daiiyibl ayTeH-
TUdUKALNA.

[TomyunTh CIIMCOK SOCTYITHBIX IIArMHOB MOXKHO KOMaH/0M:

$ ansible-doc -t inventory -1
A TOKyMEeHTalIMIO C OIMCaHeM KOHKPETHOrO IJIarMHa — KOMaH/0i:

$ ansible-doc -t inventory <ums niaeuwna>
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AmazoH EC2

Ecnu BbI ucnonbszyete Amazon EC2, To ycTaHOBUTe HEOOXOIMMbIe 3aBM-
CUMOCTU:

$ pip3 install boto3 botocore
Cosnaitre daiin inventory/aws_ec2.yml, cogepskaliyii XoTs Obl OTHY CTPOKY:

plugin: aws_ec2

Oucnetuep pecypcos Azure

VcTaHOBUTE C/IeAyIoIIye 3aBMCMMOCTY B BUPTYyajbHOE OKpyskeHme Python
(virtualenv) c Ansible 2.9.xx:

$ pip3 install msrest msrestazure

Cosparite daitn inventory/azure_rm.yml, comepskammuii XoTsl 6bI CIemylo-
1Y€ CTPOKM:

plugin: azure_rm
platform: azure_rm
auth_source: auto
plain_host_names: true

UHTepdeinc cueHapus AMHaMUUYECKOro peectpa

CueHapuii IMHAMUYECKOTO PeecTpa AO/IKEH MOAIePXKUBATD IBa [TapaMeT-
pa KOMaHIHO CTPOKM:

e --host=<uma xocTa> IIJISI BbIBOAA MH(POPMAILMM O XOCTaX;

e --list 11 BeIBOJA MHGOPMAIIMM O TPYITIIaX.

Taxke OH AoO/KeH BO3BpalaTh BbIBOJ B (hopmaTe JSON cO CTPYKTYpOii,
KOTOpYy10 Ansible cMoXkeT TpoaHa/IM3UPOBATh.

BbiBoa MHdpopMaumumn o xocre

YTOOBI ITOTYYNUTH JAHHbIE O KOHKPETHOM X0cTe, Ansible BbI3bIBaeT ciieHa-
puit IMHAMMYECKOTO peecTpa C apryMEHTOM - -host=:

$ ansible-inventory -i inventory/hosts --host=vagrant2

B coctaBe Ansible numeetca cueHapwmii ansible-inventory, KOTOpPbIN
[IeMCTBYET KaK CLEHAPUI AMHAMUYECKOTO PEeCTpa, HO M3B/eKa-
€T MHPOPMALMI0 U3 CTAaTUYECKOro peecTpa, NepefaHHoro B ap-
ryMeHTe KOMaHAHOM CTPOKM -1i.




[nHammnueckui peectp < 103

BriBOf, CoeHapusd JOJIKeH Coaep>KaThb ItepeMeHHbIe OJId 3aJaHHOT'O XOCTa,
BKITIO4Uas rmoBeaeH4YeCKure IriapaMeTpbl, HalIpMMep:

{
"ansible_host": "127.0.0.1",
"ansible_port": 2200,
"ansible_ssh_private key file": "~/.vagrant.d/insecure_private_key",
"ansible_user": "vagrant"
}

Pe3yibTaThl BRIBOASTCS B Buie 00bekTa JSON, MMeHa CBOCTB B KOTOPOM
COOTBETCTBYIOT MMeHaM MepeMeHHbIX, a8 3HaUeHUsI — 3HaUeHUSIM 3TUX Iie-
peMeHHbIX.

BbiBOA, CNMCKA YneHOB rpynn

CueHapuit IMHAMUYECKOTO peecTpa [O/DKeH YMeTb BBIBOAUTDH CITMCKU
YJIeHOB BCeX IPYTII, a TaKKe JaHHbIe 00 OTAeNIbHbIX XOCTaX. B perosutopun
GitHub (https://oreil.ly/vselj) c IpyMepamu AJ1s1 TOJ KHUTU e€CTh ClieHapuii pee-
CTpa JJist XOcToB Vagrant, KOTOpbIi Ha3bIBaeTcs vagrant.py. YToOObI OTYyUYUTH
cozepsKMMoe Bcex Ipymil, Ansible BbI30BeT ero KOMaH/ 10 :

$ .[vagrant.py --list
Pe3ynbTaT IO/MKEH BBITASIAETD TaK:
{"vagrant": ["vagrantl", "vagrant2", "vagrant3"]}

Pe3yibTaT BBIBOAUTCS B BUle eOMHOTO 00bekTa JSON, MMeHa CBOVICTB B
KOTOPOM COOTBETCTBYIOT MMeHAaM TPYIIIL, @ 3HAaUeHMS — 9TO MaCCUBBI C MMe-
HaM} XOCTOB.

I onTUMM3aluMM KOMaHa --list JO/DKHA MOAep>KMBaATh BbIBOI BCEX
IepeMeHHbIX BCeX XOCTOB. ITO O0CBOOOkHaeT Ansible oT He0OGXOAMMOCTH
ITOBTOPHO BBI3bIBATh CIIEHAPUIA C TTAPAMETPOM --host, UTOOBI TTOTYUUTH T1€-
peMeHHbIe OTHe/IbHbIX XOCTOB.

151 5TOro KOMaHaa --list JO/KHA BO3BPAILATh KIIOU _meta C IIepeMeHHbI-
MM BCEX XOCTOB, KaK ITOKa3aHO HIXKe:

_meta": {
"hostvars": {

"vagrant1": {
"ansible_user": "vagrant",
"ansible host": "127.0.0.1",
"ansible_ssh_private_key file": "~/.vagrant.d/insecure_private key",
"ansible port": "2222"

1

"vagrant2": {
"ansible_user": "vagrant",
"ansible host": "127.0.0.1",


https://oreil.ly/vseIj
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"ansible_ssh_private_key file": "~/.vagrant.d/insecure private key",
"ansible_port": "2200"

b

"vagrant3": {
"ansible_user": "vagrant",
"ansible host": "127.0.0.1",
"ansible_ssh_private_key file": "~/.vagrant.d/insecure private key",
"ansible_port": "2201"

}

}

HanucaHue cueHapus gMHaMuueckoro peecrpa

OpHoit 13 yno6HbIx GyHKIMIT Vagrant sIBJsieTCss BO3MOXKHOCTD MOTYYUTD
CIIMCOK 3aIyIeHHbIX BUPTYaJbHBIX MAlllMH KOMaH/OM vagrant status. Jlommy-
cTuM, y Hac umeetcs daiin Vagrantfile, kak mokasaHo B rpumepe 4.3. Ecin
3aIyCTUTh KOMaHIY vagrant status, TO pe3yJbTaT Oy[eT BBIVISIETh, KaK B
npuMepe 4.11:

Mpumep 4.11. BoiBoa kOMaHAbI vagrant status

$ vagrant status
Current machine states:

vagrant1 running (virtualbox)
vagrant? running (virtualbox)
vagrant3 running (virtualbox)

This environment represents multiple VMs. The VMs are all listed
above with their current state. For more information about a specific
VM, run 'vagrant status NAME'.

ITockonbKy Vagrant yske XpaHUT MH(POPMAIINIO O COCTOSSHUYM MaIllH, HET
HeoOXOIMMOCTM BHOCUTD UX CIIMUCOK B (paitn peectpa. BmecTo 3TOro Mox-
HO HaIucaTh CLieHapUil IMHAMUYeCKOTO peecTpa, KOTOPbIii 3alpalinBaeTr y
Vagrant maHHbIe O 3aNyIeHHbIX HA JaHHbIII MOMEHT MalllMHaX. B aTom ciy-
yae HaM He HYKHO OyZeT BHOCUTbH OOHOBJIeHUS B (paiisl peecTpa, Jaske ecin
yucao MmamuH B Vagrantfile usmenuTcsi.

PaccmoTpum npumep co3maHMs ClieHapusl AIMHAMUYeCKOTO peecTpa, KO-
TOpPBI M3BJIEKAeT JaHHbIe 0 XocTax u3 Vagrant. Ham ciieHapuii 6ymeT mo-
JIy4aTh HE0OXOmMMYI0 MH(OPMAIINIO, BBITIOIHSISI KOMaH/IY vagrant status. Ee
BBIBOJ], KOTOPbBIV MPUBOAUTCS B IipuMepe 4.11, mpegHasHadyeH 15 JIOEN,
a He MamuH. YTOObI MOMYYUTh CIMCOK 3alylleHHbIX XOCTOB B dopMmare,
MOAXOSIIEM JJIs aHaaM3a MaUIMHOM, HY>KHO J00aBUTh B KOMaH[y mapa-
METP --machine-readable:

$ vagrant status --machine-readable
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Pe 3YJIbTAT BBITJIAOUT TAK:

1620831617, vagrant1,metadata,provider,virtualbox

1620831617, vagrant2,metadata,provider,virtualbox

1620831618, vagrant3,metadata,provider,virtualbox

1620831619, vagrant1,provider-name,virtualbox

1620831619, vagrant1,state, running

1620831619, vagrant1,state-human-short,running
1620831619,vagrant1,state-human-long,The VM is running. To stop this
V/M%! (VAGRANT_COMMA) you can run ‘vagrant halt® to\nshut it down
forcefully%! (VAGRANT_COMMA) or you can run ‘vagrant suspend” to
simply\nsuspend the virtual machine. In either case%!(VAGRANT_COMMA)
to restart it again%!(VAGRANT_COMMA)\nsimply run ‘vagrant up'.
1620831619, vagrant2,provider-name,virtualbox

1620831619, vagrant2,state, running

1620831619, vagrant2,state-human-short,running
1620831619,vagrant2,state-human-long,The VM is running. To stop this
V/M%! (VAGRANT_COMMA) you can run ‘vagrant halt® to\nshut it down
forcefully%! (VAGRANT_COMMA) or you can run ‘vagrant suspend to
simply\nsuspend the virtual machine. In either case%!(VAGRANT_COMMA)
to restart it again%!(VAGRANT_COMMA)\nsimply run ‘vagrant up'.
1620831620, vagrant3,provider-name,virtualbox

1620831620, vagrant3,state,running

1620831620, vagrant3,state-human-short,running

1620831620, vagrant3,state-human-long,The VM is running. To stop this
V/M%! (VAGRANT_COMMA) you can run ‘vagrant halt® to\nshut it down
forcefully%! (VAGRANT_COMMA) or you can run ‘vagrant suspend” to
simply\nsuspend the virtual machine. In either case%!(VAGRANT_COMMA)
to restart it again%!(VAGRANT_COMMA)\nsimply run ‘vagrant up'.
1620831620, ,ui,info,Current machine states:\n\nvagranti

running (virtualbox)\nvagrant2 running (virtualbox)\nvagrant3
running (virtualbox)\n\nThis environment represents multiple VMs. The VMs
are all listed\nabove with their current state. For more information about
a specific\nVM%! (VAGRANT_COMMA) run ‘vagrant status NAME'

[TonyunTth MHDOpPMAIVMIO 06 OTHENIBHO B3SITON MalivHe Vagrant, Harpu-
Mep vagrant2, MOXKHO KOMaH[10¥1

$ vagrant ssh-config vagrant2
OHa BrIBeIET CJIEAYIONIMIA pe3y/bTar:

Host vagrant2
HostName 127.0.0.1
User vagrant
Port 2200
UserKnownHostsFile /dev/null
StrictHostKeyChecking no
PasswordAuthentication no
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IdentityFile /Users/lorin/.vagrant.d/insecure_private_key
IdentitiesOnly yes
LogLevel FATAL

Hamemy crieHapuio AMHAMUYECKOTO peecTpa Heo6X0aMMO BbI3BATh 3TU KO-
MaH/Ibl, IPOAHAIM3UPOBATh PE3Y/IbTaThl U BBIBECTU COOTBETCTBYIOUIMIT TEKCT
B (hopmate JSON. [Iji aHanM3a pe3yibTaTa KOMaH/IbI vagrant ssh-config MOSKHO
BOCIIO/Tb30BaThCs 6MGMMoTeKoi Paramiko. Ho cHauasa ycraHOBUTE ee KOMaH-
IO pip:

$ pip3 install --user paramiko

Huke mpMBOAUTCS MHTEPAKTMBHBIN ceaHC Python, oOGbsICHSIIOMINIA, KaK
ucronb3oBaTh Paramiko :

$ python3

>>> import 1o

>>> import subprocess

>>> import paramiko

>>> ¢md = ["vagrant", "ssh-config", "vagrant2"]

>>> ssh_config = subprocess.check_output(cmd).decode("utf-8")

>>> config = paramiko.SSHConfig()

>>> config.parse(10.StringI0(ssh_config))

>>> host_config = config.lookup("vagrant2")

>>> print (host_config)

{'hostname': '127.0.0.1', 'user': 'vagrant', 'port': '2200', 'userknownhostsfile':
"[dev/null', 'stricthostkeychecking': 'no', 'passwordauthentication': 'no',
'"{dentityfile': ['/Users/bas/.vagrant.d/insecure_private_key'], 'identitiesonly':
'ves', 'loglevel': 'FATAL'}

B npumepe 4.12 npuBOAUTCS TOMHBINA UCXOOHBIN KO, CLieHapus vagrant.
py.
Mpumep 4.12. vagrant.py

#!/usr/bin/env python3

""" CyeHapui AuHamuyeckoro peectpa Vagrant
# OcHoBaH Ha peanu3aumn Mapka Mawpena (Mark Mandel)

# https://github.com/markmandel/vagrant_ansible_example

import argparse
import 1o

import json
import subprocess
import sys

import paramiko

def parse_args():
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napaMeTpsl KOMaHAHO CTPOKM
parser = argparse.ArgumentParser(description="Vagrant inventory script")
group = parser.add_mutually_exclusive group(required=True)
group.add_argument('--1ist', action='store_true')
group.add_argument('--host")

return parser.parse_args()

def 1ist_running_hosts():
"""Oyukuma vagrant.py --list"""
cnd = ["vagrant", "status", "--machine-readable"]
status = subprocess.check_output(cmd).rstrip().decode("utf-8")
hosts = []
for line in status.splitlines():
(_, host, key, value) = line.split(',")[:4]
if key == 'state' and value == 'running':
hosts.append(host)
return hosts

def get_host_details(host):
"""OyHkuma vagrant.py --host <ums xocrta>
cnd = ["vagrant”, "ssh-config", host]
ssh_config = subprocess.check_output(cmd).decode("utf-8")
config = paramiko.SSHConfig()
config.parse(io.StringI0(ssh_config))
host_config = config.lookup(host)
return {'ansible_host': host_config['hostname'],
'ansible_port': host_config['port'],
'ansible_user': host_config['user'],
'ansible_private_key file': host_config['identityfile'][0]}

def main():
"""rnaBHaa QyHKUNS
args = parse_args()
if args.list:
hosts = list_running_hosts()
json.dump({'vagrant': hosts}, sys.stdout)
else:
details = get_host_details(args.host)
json.dump(details, sys.stdout)

if _name_ =="'_ main_':
main()

LleneHue peecmpa Ha HecKo/bKO ¢haiinos

Ecii Bam Heo6xomyM 00bIUHbIN (haiiia peecTpa U ClieHapuii IMHAMMUYECKOTO
peectpa (WM X KOMOVHALMS), TO TTPOCTO IIOMECTUTE UX B OOMH KaTaJIoOT U
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HacTpoiiTe cucteMy Ansible Tak, YTo6bI OHA MCIOIB30BaJIa ITOT KATAIOT KaK
peecTp. DTO MOKHO CIeIaTh IBYMSI CITOCO6aMy — 106aBUB ITapaMeTp inventory
B ansible.cfg vy BKJIIOUMB ITapaMeTp KOMaHIHOI CTpoKM -i. Ansible o6pa-
6oraet Bce aiibl ¥ 06BEOVHUT Pe3y/IbTaThl B AVHbIN peecTp.

OTO 03HAYAET, UTO BbI CMOXKETE CO3/IaTh eIMHbBIN KaTalor peecTpa, 06cTy-
>KMBaeMblit cucTeMoii Ansible, BKitouaroinii XocTel B Vagrant, Amazon EC2,
Google Cloud Platform, Microsoft Azure 1 Boo61iie r7ie yronHo!

Hampumep, BOT Kak MoIJIa GbI BRIIJISIIETh CTPYKTYpa TAKOTO KaTajiora:

inventory/aws_ec2.yml
inventory/azure_rm.yml
inventory/group_vars/vagrant
inventory/group_vars/staging
inventory/group_vars/production
inventory/hosts
inventory/vagrant.py

Zob6aseneHue 3nemeHmMos 80 8peMs 8bINOJIHEHUSA
¢ nomowbto add_host u group_by

Ansible mo3BosisieT 706aBISATh XOCTHI M TPYIIIBI B PEECTP MPSIMO BO BpeMst
BBITIOJTHEHUST CIIeHapusl. DTa BO3MOKHOCTb MOKET MPUTOAUTHCS TEM, KTO
yIpaBJiseT IMHAMUYeCKMMM KiIacTepaMu, TakuMu Kak Redis Sentinel.

add_host

Monyinb add_host m06aBJIIET XOCT B peecTp. ITOT MOAY/Ib MOXKHO MCITOJb-
30BaTh, HATIPMMeD, AJIsI CO3IaHMs ¥ HACTPOIIKM HOBBIX 9K3€MILISIPOB BUPTY-
aJIbHBIX MAlIMH B oOake laaS.

MoxeT nn npuroautbea moaynb add_host
npu UCNOJIb30BaHUU AUHAMMUUYECKOro peecTpa?

[axe ecnu Bbl MCNONb3yeTe CLLEEHAPUM AMHAMUYECKOrO peecTpa, BaM BCe paB-
HO MOXET NPUTrOAUTLCSA MOAY/b add_host, HanpuMep 4ToObl 3aMyCTUTb U HACTPO-
UTb HOBBIM 3K3EMMNNISP BUPTYaNIbHOW MALUUHbI B XO4E BbINOMHEHWS CLEHapus
Ansible.

Ecnun HoBbIM XOCT MOSBUTCA BO BpeMS BbiNoaHeHMs cueHapus Ansible, To cue-
Hapui AMHAMUYECKOro peecTpa He NOAXBATUT ero. IT0 0ObACHAETCS TEM, YTO
CO3[aHue AMHAMMUYECKOro peecTpa NpoM3BOAMTCS B HaYase BbINOHEHUS CLe-
Hapus, no3Tomy Ansible He yBMAMT HOBbIX XOCTOB, MOSIBUBLUMXCS NOC/E.

Mbl paccMOTpuM nNpumep paboTbl MCNONb30BAHMA MOAYNS add_host B rnaee 14.
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3aHYCK MOIYJIA BBITVIAOAUT TaK:

- name: Add the host
add_host
name: hostname
groups: web,staging
myvar: myval

OrmnpeneneHue CIMCKa TPYII U AOTIOTHUTETbHBIX TEPEMEHHBIX MOKHO
OTYCTUTb.

Hiske TmoKasaHO MpaKTUYeCcKoe MpUMeHeHre MOIY/s add_host. 37e€Ch OH
no6aBJisieT HOBYIO MallMHy Vagrant M HaCTpauBaeT ee:

- name: Provision a Vagrant machine
hosts: localhost
vars:
box: centos/stream8

tasks:

- name: Create a Vagrantfile
command: "vagrant init {{ box }}"
args:

creates: Vagrantfile

- name: Bring up the vagrant machine
command: vagrant up
args:
creates: .vagrant/machines/default/virtualbox/box_meta

- name: Add the vagrant machine to the inventory
add_host:
name: default
ansible_host: 127.0.0.1
ansible_port: 2222
ansible_user: vagrant
ansible_private_key file: >
.vagrant/machines/default/virtualbox/private_key

- name: Do something to the vagrant machine
hosts: default
tasks:
# 3neCb HAXOAMTCA CMMCOK BHINOSHAEMbX 3343y
- name: ping
ping:
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Mopaynb add_host fOBABASET XOCT TONbKO HA BPEMSI UCMONTHEHUS
cueHapus. OH He BHOCUT U3MeHeHUI B (ain peectpa.

ITogroraBnuBas cBou cileHapuu Ansible, MbI IIpefIiounTaemM pa3douBaTh
X Ha gBe oliepanmnmn. l'[epBaﬂ BBIITOJIHAETCS Ha JIOKaJIbHOM XOCTe U IToAro-
TaBJIMBaeT XOCTbI, d BTOpAs HaCTpauBaeT UX.

O6paTI/ITe BHVMMaHMe, 4TO OJId 9TOM 3agaymM 3aJaH IapaMeTp creates=
Vagrantfile:

- name: Create a Vagrantfile
command: "vagrant init {{ box }}"
args:

creates: Vagrantfile

OH coo6miaet cucreme Ansible, uto ecmn daiin Vagrantfile mmeercs, To
XOCT y3Ke HaXOAUTCS B MPAaBUIbHOM COCTOSTHUM Y HET HEOOXOAMMOCTY BbI-
MOJTHSITh KOMaH/Iy CHOBA. ATO OJIMH U3 CITOCOO0B TOCTVKEHMS UI€MITOTEHT-
HOCTU B ciieHapusix Ansible, 3ammyckaronmx MOIY/Ib command, Giarogapst KO-
TOPOMY KOMaH/ia (MTOTEeHIVATbHO HEMUIEMITOTEeHTHAST) BHITTOIHSIETCS TOJTBKO
OIIVH pas3.

group_by

[TocpencTBoM MOyJIst group_by Ansible mo3BosisieT co3gaBaTh HOBbIE IPYII-
Tbl BO BpeMsI BBITIOJIHEHMSI ClieHapsl, OCHOBBIBASICh HA 3HAUEHUM TTepeMeH-
HOJ, KOTOpast O6bljla YCTAaHOBJIEHA MIJIT KaXKIOrO XOCTa M B T€PMUHOJIOTUA
Ansible Ha3bIBaeT pakmom (roapobHee 0 hakTax paccKas3bIBAeTCs B IIaBe 5).

Ectn c6op dakroB BriIoueH, To Ansible ompemennTt mjist Kaskgoro xocra
HabOp IOMOTHUTENbHBIX ITepeMeHHbIX. Harpumep, miis 32-paspsaHbix x86
MalIyH OyJeT ompeae/ieHa ITepeMeHHas ansible_machine CO 3HaUeHMEM 1386,
a s 64-paspsaHbIX X86 MalllMH — cO 3HaYeHueM x86_64. Eciiu Ansible mc-
MOJIb3YETCS IS YIIPABJIEHNS XOCTAMM C Pa3HOI anapaTHON apXUTEKTYPOIA,
TO MOYKHO CO3[1aTh TPYTIIIbI 1386 U x86_64 C OTHE€JIbHBIMM 3aJa4aMMu.

Takske MOKHO BOCITO/Tb30BaThCSI PAKTOM ansible_distribution AJIsSI rpymmn-
POBKM XOCTOB I10 Ha3BaHMIO AUCTpubyTHBa Linux (Hampumep, Ubuntu min
CentOS).

- name: Create groups based on Linux distribution
group_by:
key: "{{ ansible_facts.distribution }}"

CueHapwuit B mpuMepe 4.13 onpeesnsieT OTAeIbHbIE TPYIIILI 151 XOCTOB C
Ubuntu 1 CentOS, 1cIonb3yst MOIYJ/Ib group_by, a 3aT€M YCTaHABIMBAET ITaKe-
TbI — B Ubuntu ¢ momoipio Mmomysis apt 1 B CentOS ¢ MTOMOIIbIO MOTYJIST yum.
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Mpumep 4.13. Co3aaHue OTAENbHbIX IPYNM ANS pasHbIX AUCTPUOYTMBOB Linux

- name: Group hosts by distribution
hosts: all
gather_facts: true
tasks:
- name: Create groups based on distro
group_by:
key: "{{ ansible_facts.distribution }}"

- name: Do something to Ubuntu hosts
hosts: Ubuntu
become: true

tasks:
- name: Install jdk and jre
apt:
update_cache: true
name:

- openjdk-11-jdk-headless
- openjdk-11-jre-headless
- name: Do something else to Cent0S hosts

hosts: Cent0S

become: true

tasks:

- name: Install jdk
yum:
name:

- java-11-openjdk-headless
- java-11-openjdk-devel

3aknroyeHue

Ha sToMm MbI 3aKkaHuMBaeM oOcykmeHue peectpa Ansible. Peectp — oueHb
IMOKUiT 0OBEKT, TIOMOTAIONIMII OIMMCATh MMEIOUTYIOCs MH(PPaCTPYKTypy U
MOPSIIOK ee MCIT0/Ib30BaHMsI. PeecTp MOKET ObITh ITPOCTBIM TEKCTOBBIM (haii-

JIOM U CJIOKHBIM CLI€HapUeEM, KaKOJ TOJIbKO BaM YOaCTCsda HalmmcarThb.

B wienytolieit riiaBe Mbl ITOOJTMKe TIO3HAKOMMMCS C [TepeMeHHbIMU.



fnaBa

[lepeMeHHble U PaKTbl

Ansible He SBIeTCS TOTHOLIEHHBIM SI3bIKOM ITPOTrPAMMMPOBAHMS, HO B Heit
MPUCYTCTBYIOT HEKOTOPbIE YePThI, IPUCYIIME SI3bIKaM MIPOTPaMMUPOBaHMSI.
OpHa 13 TaKuX 4epT — n0dCMaHo8Ka nepeMeHHbIX. B 3T0i T1aBe Mbl 1TOAPO6-
Hee pacCMOTPUM MOAJEepKKy IepeMeHHbIX B Ansible, BKItodas crienyanb-
HBII TUIT ITIepeMeHHbBIX, KOTOPbIi B TepMMuHaxX Ansible Has3bIBaeTcst pakmom.

OnpedenieHue nepeMeHHbIX 8 CUeHapusix

CaMmpblIii TIPOCTOI CITOCO6 OMpefeINTb epeMeHHYI0 — TIOMECTUTDb B CI[eHa-
puii CeKIMIO vars C UME@HAMM Y 3HAYeHUSIMU TIepeMeHHbIX. MBI yyke MCIO0Jb-
30BajiM 3TOT TIpUeM B TipuMepe 3.9, The ornpenenin HeCKOIbKO MepeMeH-
HbIX KOHGUTYpaLn:

vars:
tls_dir: /etc/nginx/ssl/
key_file: nginx.key
cert_file: nginx.crt
conf_file: /etc/nginx/sites-available/default
server_name: localhost

OnpepeneHue nepeMeHHbIX B OTAENbHbIX ¢ainax

Ansible mo3BossieT TakKe pacHpeneanTh OOBSIBIEHUS HepeMeHHbIX 10
HeCKOJIbKMM (aitiaM, MCIT0Ib30BaB CEKILIMIO vars_files . JIOITyCTHUM, UTO B IIpe-
OBIAYIEM TIpMMepe HaM MOHAZo6MIOCh MTOMECTUTh MepeMeHHble B (aiin
nginx.yml, yopaB ux u3 ciuieHapusi. 71 3TOTO JOCTATOUHO 3aMEHUTH CEKIUIO
vars CeKIIMei vars_files, KK IOKa3aHO HIKE:

vars_files:
- nginx.yml

®aiin nginx.yml 6yneT BbITJISIIETh, KaK MTOKa3aHo B Ipumepe 5.1.
Mpumep 5.1. nginx.yml

key file: nginx.key
cert_file: nginx.crt



BbiBOZ 3HaueHMIi nepemMeHHbIx < 113

conf_file: /etc/nginx/sites-available/default
server_name: localhost

B rm1aBe 6 Mbl YBUIMM MIPUMeEP UCIIONb30BAHMS CEKIUU vars_files IS TIepe-
MeIlleHNsI [IepeMEeHHbBIX C KOHMUIEeHIIMaIbHOM MHGOPMAaLeil B OTAIbHbIN
daiin.

CTpykTypa KaTanoros

Kak yske ob6cyskmanoch B riaBe 4, Ansible 1o3BossieT onpenenuTh Iepe-
MeHHbI€, CBSI3aHHbIE C XOCTaMM MUJIU TPYyTIIamu, B (aiiie peectpa uin B OT-
IenbHbIX (haiiiax, HAXOASIIMXCS PSIOM ¢ GailioM peecTpa Win CLieHapyueM.
JI71s1 3TOTO HY>KHO CO3,aTh KATAJIOTH PSIAOM C haiiJioM peecTpa Wiin ClieHapu-
ssmu. DaiiTbl M KaTAJIOTH B TMIOAKATAIOTE group_vars NOJDKHBI MUMEeTb MMeHa,
COBITJalo0IINe C MMEHaMM COOTBETCTBYIONIMX UM TPy B daiiie peectpa,
a aibl B Katasore host_vars — ¢ UMe@HaMy COOTBETCTBYIOLIVX MM XOCTOB:

inventory/
production/

hosts

group_vars/
webservers.yml
all.yml

host_vars/
hostname.yml

Bbie0o0d 3Ha4yeHuii nepeMeHHbIX

[ OT/IaiKM YacTo yOO0OHO MMeTh BO3MOXXHOCTb BbIBECTM 3HAUEHMUS Tiepe-
MeHHBIX. B rmaBe 3 Mbl BUAenm, Kak MCIOIb30BaTh MOAY/Ib debug 1711 BBIBOA,A
MPOM3BOIBLHOTO cO00MeHMs. Ero Takske MOSKHO MCIIOb30BaTh [J1S1 BbIBOIA
3HAUYEeHMI ITepeMeHHbIX:

- debug: var=myvarname

3Ty cokpaleHHYyI0 hopmy 3amnucyu 6e3 aTpubyTa name yOOOHO MCIIONb30-
BaTbh BO BpeMs pa3pabOTKu, U Mbl ellle He pa3 IPMMeEHUM ee B 3TOJi [/1aBe.

NHTepnonauusa nepeMeHHbIX

YTOo6bI BHIBECTU OT/IAIOUHOE COOOIIeHNe ¢ TepeMeHHO, HY)KHO 3aKJ/IIo-
YUTh MMSI TIepeMEeHHOI B ABOIHbIE KaBbIUYKU U OKPYXXUTH JBOVMHBIMU (PU-
TYPHBIMM CKOOKaMMU:

- name: Display the variable
debug:
msg: "The file used was {{ conf_file }}"

3HaueHMs TepeMeHHbIX MOKHO 00beIMHSITD B ABOMHBIX PUTYPHBIX CKOO-
Kax C TIOMOII[bIO OTIEPATOPA TUIIBIBI ~:
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- name: Concatenate variables
debug:
msg: "The URL is https://{{ server_name ~'.'~ domain_name }}/"

Peaucmpauyus nepemeHHbIx

YacTo TpebyeTcss yCTaHOBUThH 3HaueHMe IepeMeHHOl B 3aBUCUMMOCTU OT
pe3synbTaTa 3amauu. HamomMHum, uyTo Bce Momyau B Ansible Bo3BpaiaioT
pesyabTaT B popmaTe JSON. UTOOBI COXpAaHUTD STOT Pe3Yy/IbTaT, HY)KHO CO-
3[aTh 3ape2ucmpupo8aHHy nepemeHHyw pyu BbI30Be MOAYJS C MTOMOIIbIO
KJII0UeBOTO CJI0BA register. [Ipymep 5.2 AeMOHCTpUPYET, KaK COXPaHUTb BBO/
KOMAaH/IbI whoani B TIepeMeHHO1 login.

Mpumep 5.2. CoxpaHeHue BbIBOAA KOMAaHAbI B NEPEMEHHOW

- name: Capture output of whoami command
command: whoami
register: login

YT006bI MCIOIB30BATh IIEPEMEHHYIO login ITO3HEE, MbI JO/DKHBI 3HATH TUIT
ee 3HaUeHMs. 3HaUeHMeM IIepeMeHHbIX, 00bSIBJIEHHBIX C IIOMOILbIO K/II0Ue-
BOTO CJIOBA register, BCEra SIBJISIETCS CJIOBAPh, OAHAKO KJIIOUM B CJIOBApe MO-
T'YT OT/IMYATHCSI B 3aBUCYMMOCTY OT BbI3bIBAEMOT'O MOJIYJISI.

K coxkaneHnuto, B opuiMaIbHON TOKYMeHTalMyu no Mmomynsim Ansible He
YKa3bIBaeTCs, KaK BBIIVISIAST 3HAUEHMsI, BO3BpalllaeMble KaskJIbIM MOJIYJIEM.
Ho B gokyMeHTaluM K MOYJISIM YacTO MPUBOMSITCS TIPUMEPBI C KII0UeBbIM
CJIOBOM register, UTO MOXXET OKa3aThCsI ITOJIe3HbIM. [TpocTeiiimmit criocob y3-
HaTb, KaKye 3HaueHMs BO3BpalllaeT MOIY/Ib, — 3aPerucTpUpPOBaTh epemMeH-
HYIO U BbIBECTU €€ COoAepsKMMOoe C IIOMOUIbI0O MOAYJIS debug.

HomycTum, y Hac eCTb ClieHapuit, mpeaCcTaBJieHHbIl B puMepe 5.3.

MNpumep 5.3. whoamiyml

- name: Show return value of command module
hosts: fedora
gather_facts: false
tasks:
- name: Capture output of id command
command: id -un
register: login

- debug: var=login
- debug: msg="Logged in as user {{ login.stdout }}"

BoT uTO BrIBEZET MOLY/b debug:
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TASK [debug] kkkkkkkkkkhkhhkkhkhhkhhhhhkhhhhkhhkhhkhhkkhkhhkhkhhhkhkhhkkhkkhkkkk

ok: [fedora] ==> {
"login": {
"changed": true, (1)
"emd": [ (2]
"id",
"
1,
"delta": "0:00:00.002262",
"end": "2021-05-30 09:25:41.696308",
"failed": false,
"rc": 0,
"start": "2021-05-30 09:25:41.694046",
"stderr": "",
"stderr_lines": [],
"stdout": "vagrant",
"stdout_lines": [

"vagrant”
]

Q6 © ©°

O Kittou changed MPUCYTCTBYET B BO3BpAIllaeMbIX 3HAUEHUSIX BCEX MOLY-
JIeit, ¢ ero momounbio Ansible coob1iaeT, mpoM30LUIM /I MU3MEHEHMS B
coctositHuM. Moy command U shell BCerzia BO3BpAIalOT 3HAUEHME true,
€CJIV OHO He ObIIIO M3MEHEHO KJII0UeBBIM CJIOBOM changed_when, KOTOpOe
OymeT paccMaTpuUBaThLCS B I1aBe 8.

® Kit1o4 cnd COEPsKUT BHITIOJIHEHHYI0O KOMaH/y B BU/JI€ CIIMCKA CTPOK.

© Kitiod rc cogepskuUT Ko Bo3BpaTa. Ecii oH He paBeH HyI0, TO Ansible
CUMTAEeT, YTO 3aJia4a BbIITOJTHUIACH C OIIMOKOIA.

O Kiiou stderr COOEPsKUT TEKCT, 3alMCAaHHBIN B CTAaHAAPTHBIN BBIBOT,
OIIMOOK, B BUJIE OJTHOV CTPOKIA.

© Kiitou stdout COEPKUT TEKCT, 3allMCAHHbIN B CTAHAAPTHBIN BbIBOI, B
BUe OOHO CTPOKIN.

O Kiou stdout_lines COIEPIKUT TEKCT, 3allMCaHHbIN B CTAHIAPTHBIN BbI-
BOJI, C pa36MBKOJi Ha CTPOKM I10 CMMBOJTY IIEPEBOA CTPOKM. DTO CITN-
COK, KakKIbli1 71eMeHT KOTOPOTO SIBJISIETCSI OHOJ CTPOKOI U3 CTaH-
JapTHOTO BbIBOZA.

T[Ipy MCTIOb30BaHMM KITFOUEBOTO CJIOBA register C MOAYJIEM command OGBIYHO
Tpe6yeTCs AOCTYI K KITI0UY stdout, KaK MIOKa3aHOo B puMepe 5.4.

Mpumep 5.4. Ucnonb3oBaHue pesynbrata BbIBOAA KOMAHAbI B 3a4a4e

- name: Capture output of 1d command
command: id -un
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register: login
- debug: msg="Logged in as user {{ login.stdout }}"

VHorma ObIBaeT skKejaTeJIbHO KakK-TO 00paboTaTh BBIBOJ 3amaui, IO-
TepmesIesi omnbky. OoHAKO ec/iu 3aava moTepiiesia omuoky, To Ansible
OCTAaHOBUT €€ BBINIOJIHEHME, He aB BO3MOKHOCTHU MOAYUYUTh ITY OIINO-
Ky. UTo6bI Ansible He ocTaHaBiMBama paboTy IMOC/E MOSBIEHUS OIINO-
KI, MOKHO MCIIOJIb30BaTh KJII0UEBOE CJIOBO ignore_errors, KaK IIOKa3aHO B
npumepe 5.5.

Mpumep 5.5. irHopupoBaHue oWMBKK Npu BbIMONHEHUU MOAYAS

- name: Run myprog
command: /opt/myprog
register: result
ignore_errors: true

- debug: var=result

BosBpalmjaemoe 3HaueHue MOLy/s shell MMeeT TaKylo Xe CTPYKTYpPyY, UYTO
¥ BO3BpaliaeMoe 3Ha4eHye MOIYJIsI command, HO ApyIve MOAYJIM BO3BPAIalOT
OT/IMYAIOIINECs KITIOUN.

B mpumepe 5.6 mokasaHo, YTO BO3BpalllaeTcsl MOAY/Ib stat, IOTyYaloI M
aTpuoOyThI daiina.

Mpumep 5.6. ®parmeHT BbIBOAA Moayna stat

TASK [D-'Lsplay result.stat] khkkkkkkkhkhhkhhkhhhhkdhrhhhhhdhhdhrdhhhhdhrdhbdrhhrdhkdd
ok: [ubuntu] ==> {
"result.stat": {
"atime": 1622724660.888851,
"attr_flags": "e",
"attributes": [
"extents"
1,
"block_size": 4096,
"blocks": 8,
"charset": "us-ascii",
"checksum": "7df51a4a26c00e5b204e547dad647b36d44dbdbf",
"ctime": 1621374401.1193385,
"dev": 2049,
"device_type": 0,
"executable": false,
"exists": true,
"gid": 0,
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"gr_name": "root",
"inode": 784,
"isblk": false,
"{schr": false,
"{sdir": false,
"isfifo": false,
"{sgid": false,
"{slnk": false,
"isreg": true,
"{ssock": false,
"tsuid": false,
"mimetype": "text/plain",

"mode": "0644",
"mtime": 1621374219.5709288,
"nlink": 1,

"path": "/etc/ssh/sshd_config",
"pw_name": "root",
"readable": true,

"rgrp": true,
"roth": true,
"rusr": true,
"size": 3287,
"uid": 0,

"version": "1324051592",
"wgrp": false,

"woth": false,
"writeable": true,
"wusr": true,

"xgrp": false,

"xoth": false,

"xusr": false

}

Momysb stat coobiiaeT Bcio MH(popmaiuio o ¢aiiie, KaKyo TOJIbKO MOKHO
TTOJTYUNUTb.

Ecnu Bbl cobupaeTech MCMOAb30BaTh 3apErNCTPUPOBaHHbIE Ne-
peMEHHbIE B CBOMX CLEHapuWsX, TO 0653aTeNlbHO y3HaiiTe, YTo
BO3BPALLAETCS B HUX B 0OOMX C/ly4asnx — KOrAa COCTOsIHME XOCTa
M3MEHSIETCS U KOTAA OHO He U3MeHseTcs. B npoTMBHOM cnyvae
Ball CLEHapuii MOXET NoTepneTb Heyaayvy, NonbiTaBWKUCL 06pa-
TUTBCS K OTCYTCTBYIOLLEMY KJOYY 3aperMcTpMpoBaHHON nepe-
MEHHOM.
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HocTtyn K Kntoyam cnosaps B nepeMeHHOMU
Ecnu nepemMeHHaa Coaep>XXuT CoBapb, TO MONY4YMUTb AOCTYMN K €ro Knr4YaM MOX-

HO Npu NomoLm Toukm (.) uamn uHaekca ([1). B npumepe 5.6 6bin npeacraBneH
CNocob CCbINIKM Ha MEPEMEHHYIO C UCMO/Ib30BAHUEM TOUKM:

{{ result.stat }}
OpHaKo TOYHO TaK XXe MOXHO 6b1n10 Bbl MCNOIb30BATb MHAEKC:

{{ result['stat'] }}
370 NpaBW/IO MPUMEHUMO K II0OOMY YPOBHIO BIOXKEHHOCTMH, T. €. BCE C/IEAYHOLLME
BbIPAXXE€HMUSI IKBUBAIEHTHbI:

result['stat'][ 'mode']

result['stat'].mode

result.stat[ 'mode']

result.stat.mode
bac npegnounTaeT N01b30BaTbCA TOYKOM (TOYEYHOM HOTALMEN), KpOMe Cyya-
€B, KOrZa KJIK0Y COAEPXKUT CUMBOJIbl, KOTOPbIE HeNb3$ UCNONb30BAThb B KAYECTBE
MMeHM NepeMeHHOMN, Takmne Kak Touka, npoben unu pedumc.

[naBHOE MpenMyLLecTBO GOPMbI AOCTYNA C MHAEKCOM — BO3MOXHOCTb MCMOJb-
30BaTb NepeMeHHble B KBAAPATHbIX CKODBKaX (He 3ak/to4as UX B KaBblUKM):
- name: Display result.stat detail
debug: var=result['stat'][stat_key]
[insa pa3biMeHOBaHUS nepeMeHHbIX Ansible ucnonb3yetlinja2.3a nononHuTens-
HOM MHbOpMaLwmeit obpalyanTecs K AokyMeHTaumu Jinja2 (https://oreil.ly/8hKiE).

dDakmei

Kak 6p110 TOKa3aHo Bblle, Korma Ansible BBITTOTHSIET CIIeHAPUIA, 10 3aITyCKa

TIepBOI1 3a1aUM IIPOVICXOIUT CJIEAYIOIIEee:

TASK [Gather-’Lng Facts] kkkkkkkkkkkkhhhkkkhkhhhrkkhhhhhhrrkhkhhhkkkkhhhhrrkkkkhik

ok: [debian]
ok: [fedora]
ok: [ubuntu]

Ha stame c6opa dhakToB (GATHERING FACTS) Ansible mogkirouaercst K Xoc-
Ty ¥ 3ampaliiyBaeT Y HEero BCio MHGOPMAIMIO: allapaTHYI0 apXUTEKTypYy,
HasBaHMe OIepalMoOHHON cucteMbl, [P-anpeca, 06beM MaMITU U TMUCKA
u ap. ITosy9uTh JOCTYIT KO BCEM 3TUM JaHHBIM MOXXHO Yepe3 IepeMeHHYI0
ansible_facts. ITo ymosuaHuio K HeKOTOphIM (pakTam Ansible MOXXHO Tak-
ke 06paIaThCs Kak K TepeMeHHbIM BEPXHEr0 YPOBHS, 100aBJIsIst TpedmKC
ansible_. DT MepeMeHHbIe BeIyT ce0s1 TOUHO TakK 3Ke, Kak JI0ble Ipyrue
repeMeHHbIe. DTO MOBeJeHe MOKHO OTK/IIOUMTH C [IOMOIIbIO TTapaMeTpa

INJECT_FACTS_AS_VARS.
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B nmpumepe 5.7 1oka3aH ClieHapuii, KOTOPbIi BLIBOAUT CBeIEeHMS 00 oIle-
PaLMOHHOJ CHUCTEME KaskaO0To cepBepa.

Mpumep 5.7. CueHapuii, coobwatowmin ceefeHns ob onepaumoHHOM cucteMe

- name: 'Ansible facts.'

hosts: all

gather_facts: true

tasks:

- name: Print out operating system details
debug:
msg: >-

os_family:
{{ ansible_facts.os_family }},
distro:
{{ ansible_facts.distribution }}
{{ ansible_facts.distribution_version }},
kernel:
{{ ansible_facts.kernel }}

Taxk BeIVISAUT BBIBOZ, 11711 cepBepoB ¢ Debian, Fedora n Ubuntu:

PLAY [Ansible factS.] khkkkkkkkhkhhkhhkhhhhkhhhhdhhhdhhhhddddhrdhhdhdhrdhrhhhdrdk
TASK [Gathering Facts] kkkkkkhkkhkhhkhhhhhhhhhhdhrhhhhhhhhdhrdhkhhhdhdhrddkhhkdd
ok: [debian]

ok: [fedora]

ok: [ubuntu]

TASK [Print out Operating SyStem details] kkkkkkkkhkkhkhhkhhhhhkhkhhdhrdhkhhkhidk
ok: [ubuntu] ==> {

"msg": "os_family: Debian, distro: Ubuntu 20.04, kernel: 5.4.0-73-generic"

ok: [fedora] ==> {
"msg": "os_family: RedHat, distro: Fedora 34, kernel: 5.11.12-300.fc34.x86_64"

ok: [debian] ==> {
"msg": "os_family: Debian, distro: Debian 10, kernel: 4.19.0-16-and64"

PLAY RECAP kkkkkkkkkkkkhhkkkkhhhhhrkhhkhhhkkhkhhhhrkkhhhhhkkkkhhhhrrkkkhhhkkrkdk

debian : ok=2 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0
fedora : ok=2 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0
ubuntu : ok=2 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

MpocMmoTp BCcex pakToB, AOCTYMHbIX ANA cepBepa

Ansible ocymiectBiisier c60p GaKkTOB C IMOMOIIBIO CHEIMATbHOTO MOIY-
IS setup. Bam He HYKHO 3aITyCcKaTh TOT MOAY/b B ClieHapUsIX, IOTOMY YTO
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Ansible menmaet 3T0 aBTOMaTHMYECKM Ha 3tare c6opa (pakroB. OgHAKO e
BPYYHYIO 3aITyCTUTh €0 C [TOMOIIbIO YTUJIUTHI ansible, HAIIpUMep:

$ ansible ubuntu -m setup

TO Ansible BbiBefeT Bce (hakThl, Kak ITOKa3aHO B Impumepe 5.8.

Mpumep 5.8. PesynbTaT 3anycka Moayns setup

ubuntu | SUCCESS => {
"ansible facts": {
"ansible_all ipv4_addresses": [
"192.168.4.10",
"10.0.2.15"

1,

"ansible_all ipv6_addresses": [
"fe80::a00:27ff:fef1:d47",
"fe80::a6:4dff:fe77:€100"

1,

(MHoXecTBO Apyrux ¢akToB)

O6patuTe BHMMaHME, YTO MOY/Ib BO3BPAIA€T CJIOBAPb C KITFOUOM ansible_
facts, 3HAUEHMEM KOTOPOTO SIBJISIETCSI CJIOBapb C MMEHaMM M 3HAUeHMS aK-
TyaJbHbIX (DaKTOB.

BbiBoa noaMHOXecTBa (haKTOB

[Tockonbky Ansible cobupaeT 6osbiiioe KonumuecTBO (GaKTOB, MOIYITb
setup oA ep>kuBaeT rnapametp filter 4y uabTpauumu GakToB MO0 MMeHaM
C MOAAePsKKO¥ MAaOGIOHHBIX CUMBOJIOB (UlAOJIOHHbLE CUMBO.Ibl UCTIONb3YIOTCS
KOMaHJHBIMU 000JI0YKaMM [IJis Bbioopa ¢aiiioB 1Mo mabioHy, TAKOMY Kak
*txt.) [TapameTp filter GUIBTPYET TONBKO IO KJIKOUAM BEpPXHEro YPOBHS B
cioBape ansible_facts. Hanmpumep, komaHga

$ ansible all -m setup -a 'filter=ansible_all_ipv6_addresses'
BbIBEJET:
debian | SUCCESS => {

"ansible_facts": {

"ansible_all_ipv6_addresses": [
"fe80::a00:27ff:fe8d:c04d",
"fe80::a00:27ff:fe55:2351"

]

1
hanged": false

}
fedora | SUCCESS => {

"ansible_facts": {
"ansible_all_ipv6_addresses": [
"fe80::505d:173f :a6fc:3f91",



Qaktbl < 121

"fe80::a00:27ff:fe48:995"

]
I3

"changed": false

}
ubuntu | SUCCESS => {

"ansible_facts": {

"ansible_all ipv6_addresses": [
"fe80::a00:27ff:fef1:d47",
"fe80::a6:4dff:fe77:€100"

]

b

"changed": false

}

Ucnionb30BaHme rnapamerpa filter roMoraeTt HalTU MHTepecyume neta-
Jn HaCTpOﬁKM cepBepa. CDI/IJ'IIJTI) filter=ansible_env BhIBeIEeT 3HAUEHMS IIepe-
MEHHBIX OKPY>X€HMA Ha IeJIEBbIX XOCTaX.

JTio601 Moaynb MOXKeET BO3BpaLLaTh GpaKTbl

Eciy BHMMAaTeNIbHO paccCMOTpPETh IpuMep 5.8, To MOXKHO 3aMEeTUTh, UTO
pe3yJabTaTOM SIBJISIETCSI CJIOBAPb C KJIKOYOM ansible_facts. Kimtou ansible_facts
B BO3BpallaeMoOM 3HaUeHUM — 3TO uauoma Ansible. Ecin Mmomynb BepHeT
CJIOBapb, COMepsKalluii KIoU ansible_facts, To Ansible co3macT repemeHHbIe
C 3TUMM MMeHaMU U 3HaYEeHUSIMU U aCCOLMUPYET UX C aKTUBHBIM XOCTOM.
Mopynu, Bo3Bpainaroliye nHGopMainio 06 00beKTax, He SIBJISIOIIXCS YH-
KaJIbHBIMU [IJISI XOCTA, IMOJIyYaloT MMeHa, OKaHUMBaloleecs: Ha _info.

Ins momyrneit, Bo3BpalainxX GakTbl, HET HeEOOXOAMMOCTU PErucTpu-
poBaTh IepeMeHHbIe, TOCKOIbKY Ansible cosmaeTr ux aBTomaTuuecku. Ha-
TpuMep, 3aj1aua B rpumMepe 5.9 ucronb3yeT MOIY/Ib service_facts JJIsI U3BJIE-
yeHMs: GakToB 0 CIy>kOax, a 3aTeM BBIBOAUT MHPOPMAIINIO, KaCAIOILyIOCs
nemoHa SSH. (ObpaTuTe BHMMaHMe, UTO 3[eCh JJIsI OOpalleHUsI K KUy
CJ10Bapsl UCIOJIb3YeTCSI MHAEKCHAsI HOTaLsI. DTO CBSI3aHO C HAJIMUMEM TOY-
K/ B MMEHM KJIK0Ya.)

Mpumep 5.9. Vicnonb3oBaHue Moayns service_facts nns u3sneyeHns GakTos

- name: Show a fact returned by a module
hosts: debian
gather_facts: false
tasks:
- name: Get services facts
service_facts:

- debug: var=ansible_facts['services']['sshd.service']
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JTa 3aJavua BbIBeIeT:
TASK [debug] kkkkkkkkkkhhhhkrrkhhhhhhkkhhhhhhhkkkhhhhhrrrhhhhhhkkkhddhhhrkkkddtd
ok: [debian] ==> {
"ansible_facts['services']['sshd.service']": {

"name": "sshd.service",

"source": "systemd",

"state": "active",

"status": "enabled"

}

O6paTuTe BHMMAaHME, YTO HET HEOOXOOMMOCTH MCIIOIb30BaTh KITIOUEBOE
CJIOBO register IPY BbI3OBE MOIYJIS service_facts, TOTOMY YTO OH BO3BpaliaeT
daxkTbl. B Ansible nmeeTcst HECKOIBKO MOIyJel, BO3Bpallaonnx GaKThl.

JlokanbHble ¢aKTbl

Ansible mopmepskuBaeT Takke MOMOJIHUTEIbHBI MeXaHM3M, ITO3BOJIS-
IOIIMI accoUMMpPoBaTh (HaKThI C XOCTOM. PazMecTuTe OAVH WM HECKOJIBKO
daiioB Ha xocTe B KaTtajyore /etc/ansible/facts.d, u Ansible 06HapyXUT X,
eCJTV OHM OTBEYAlOT JII0OOMY M3 CJIeAYIONIMX TPeOOBAHMIA:

e umeroT ¢popmar .ini;
o umeroT popmar JSON;

* SIBJISIIOTCSI BBITIOJIHSIEMbIMM (paiiiamMu, He IPUHMMAIOIIMMY apTyMeH-
TOB, ¥ BBIBOIST pe3ysbTaT B popmaTe JSON B cTaHIApTHBIN BHIBO/I.

O1u GaKThl JOCTYIIHBI B BUIE K/II0Ueil 0c0607 mepeMeHHOi ansible_local.
B nmpumepe 5.10 npencrasieH daiin hakra B hopmare .ini.

Mpumep 5.10. /etc/ansible/facts.d/example.fact

[book]

title=Ansible: Up and Running
authors=Meijer, Hochstein, Moser
publisher=0'Reilly

Eciu ckonpoBaTh 3TOT aiin B /etc/ansible/facts.d/example.fact Ha ynma-
JIEHHOM XOCT€e, Mbl CMOXKe€M 00PaTUTHCS K COIEPKMMOMY ITepeMEeHHOI ansi-
ble_local B clileHapuu:

- name: Print ansible_local
debug: var=ansible_local

- name: Print book title
debug: msg="The title of the book is {{ ansible_local.example.book.title }}"

Bor uto IIOJIYUUTCA B pe3yJibTaTe BbIIIOJTHEHNMA 3TUX 3adau:
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TASK [Print ansible_local] kkkkkkkkkkkhhhhhkhkhhhhhhkkhhdhhhrrkhhhhhdrrhhdhhhhrs
ok: [fedora] ==> {
"ansible_local": {
"example": {
"book": {
"authors": "Meijer, Hochstein, Moser",
"publisher": "0'Reilly",
"title": "Ansible: Up and Running"

TASK [Print book title] kkkkkkkkkkhkhhkkhkhhkhhkhhkhhkhhkhhkhrhhhkkhkhhkkhkkhkkkk

ok: [fedora] ==> {

"msg": "The title of the book is Ansible: Up and Running"
}
O6paTuTe BHMMaHME Ha CTPYKTYpPy 3HAUEHMST IIepeMeHHOI1 ansible_local.
[TockonbKy (aiin dakra Ha3biBaeTcs: example.fact, mepemeHHas ansible_local
MOJIyYUT 3HAUEeHMe-CJIOBAPh C KIOUOM example.

Ucnonb3oBaHue moaynsa set_fact ana sapanua
HOBOW NepeMeHHOM

Ansible rmosBosnsieT ycraHaB/IMBaTh GaKThI (110 CYyTH, CO3aBaTh HOBBIE I1e-
peMeHHbIe) B 337aUax C IMOMOIIbI MOAYIA set_fact. JIOpMH 4aCTO MCIIOJIb-
3yeT set_fact HEIMIOCPECTBEHHO I0C/Ie BbI30BA service_facts, YTOOBI YIIPOCTUTD
CCBUIKM Ha mepemeHHbIe. [IpumMep 5.11 meMOHCTpUpYeT, Kak UCIOIb30BaTh
set_fact, UTOOBI K ITIepeMEHHOI MOKHO ObLJIO 0OpamaThCs M0 MMEHU nginx_
state BMeCTO ansible_facts.services.nginx.state.

Mpumep 5.11. Vicnonb3oBaHue set_fact Ans ynpoLEeHUs CCbIZIOK HA NepeMeHHble

- name: Set nginx_state
when: ansible_facts.services.nginx.state is defined
set_fact:
nginx_state: "{{ ansible_facts.services.nginx.state }}"

BCI‘HPOEHHble nepemMeHHsle

Ansible ompemensieT HECKOIBKO ITepPeMEHHbIX, BCEIIa JOCTYIIHbIX B CIleHA-
pusix. OHM riepeuncieHsl B Tabm. 5.1.

MepemeHHas OnucaHue

hostvars CnoBapb, KNt04aMM KOTOPOTo SIBASIKOTCS MMeHa XocToB Ansible,
a 3HaYEHMUSIMU — CNIOBapM, 0TOBpaXKatoLLMe UMEHA NMEPEMEHHbIX
B MX 3HaYeHus
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MepemeHHas OnucaHune

inventory_hostname MM$ TeKyLLero xocTa, Kak OHO 3aaaHo B Ansible. MoxeT BbITb
MOJIHbIM JOMEHHbIM UMeHeM (Harnpumep, myhost.example.com)

inventory_hostname_short |Mma Tekyuiero xocra, Kak oHo 3agaHo B Ansible, 6e3 nmeHu
[oMmeHa (Hanpumep, myhost)

group_names Cnu1cok Bcex rpynn, B KOTOPble BXOAMUT TEKYLUMIM XOCT

groups CnoBapb, K/1t04M KOTOPOro — UMeHa rpynn B Ansible, a 3HauyeHus
— CMWUCKU UMEH XOCTOB, BXOAALLMX B rpynnbl. BkatouaeT rpynnebl
all v ungrouped: {"all": [...], "web": [...], "ungrouped":
[...]}

ansible_check_mode Jlornyeckas nepemMeHHas, NpUHUMaIOLWAsA UCTUHHOE 3HadYeHue,
KOra CLEeHapui BbIMOMHAETCA B PEXMME NPOBEPKM (CM. pa3aen
«Pexunm npoBepku» B rnase 8)

ansible_play_batch JNornyeckas nepemMeHHas, NpUHMMaIOLWAsa UCTUHHOE 3HadYeHue,
KOra CLEeHapui BbIMOMHAETCA B TECTOBOM PEXMME (CM. pa3gen
«[MakeTHas obpaboTka xocToB» B rnase 11)

ansible_play_hosts CrnnCcoK MMEH XOCTOB M3 PeecTpa, y4acTBYIOWMX B TEKYLLEN
onepauuu
ansible_version Cnosapb ¢ MHdopmMaumeit o Bepcum Ansible: {"full": "2.3.1.0",

"major": 2, "minor": 3, "revision": 1, "string": "2.3.1.0"}

ITepemeHHbIE hostvars, inventory_hostname 1 groups 3aC/Ty>KMBAIOT OTAEIHHOTO
06CYKIeHMS.

hostvars

B Ansible o65acTh BUAMMOCTY TTepEMEHHBIX OIPAHMUYMBAETCS XOCTAMM.
PaccyxmaTh 0 3HaUeHMM ITepeMeHHO MMeeT CMbIC TOJIbKO B KOHTEKCTe 3a-
IaHHOTO XOCTa.

Wpest cOOTBETCTBUS MepeMeHHbIX 3aJJaHHOMY XOCTY MOXXeT MOKa3aTbCs
CTpaHHOI, MMOCKOIbKY Ansible mo3BossieT ornpenensiTb rnepemMeHHble IS
TPYII XOCTOB. Harpumep, eyt 00bSIBUTD ITEPEMEHHYIO B CEKLIUM vars OIle-
paiuu, oHa OyieT orpe/eneHa Jis Habopa XOCTOB B 3Toi1 onepauuu. Ho Ha
caMmom pese Ansible co3macT Konuio 9TOV MepeMeHHOI /151 KakA0ro XO0CTa
B TpyIIIIe.

WHorpa 3amava, 3amyiieHHas Ha OSHOM XOCTe, TpeOyeT 3HaueHus repe-
MeHHOI4, oTIpefie/isieMOoro Ha Ipyrom xocTe. Haripumep, BaM MOXKeT IMOHa10-
OUTBHCS CO3/1aTh HA Beb-cepBepe KOHGUTYPALMOHHBINA (aii, comepsKalimii
IP-ampec nHTepdeiica ethl cepBepa 6a3bl JAHHBIX, KOTOPBIN 3apaHee HEU3-
BecTeH. [P-aipec mocTyreH Kak GakT ansible_ethl.ipv4.address cepBepa 6a3bl
JTaHHBIX.
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Pemmuth mpo6ieMy MOKHO C ITOMOIIbIO TTIePEMEHHO hostvars. DTO CJIO-
Baphb, COIEpKalllyii Bce TepeMeHHbIe, 00bsIB/IeHHbIEe Ha BCEX XOCTaX, K/IIua-
MU KOTOPOTO SIBJISIIOTCSI MIMEeHa XOCTOB, KaK OHM 3aJaHbl B peecTpe Ansible.
Ecin Ansible ere He cobpasia (akTOB 0 XOCTe, TOr/Ia BbI HE CMOXKETE IT0JTy-
YUTb AOCTYIIA K €Tr0 (pakTaMm € MCIOIb30BaHMeM MepeMeHHOI hostvars, Kpome
cTy4dasi, Korjia BKJIIOUeHO KelllnpoBaHue ¢paKkToB!.

IMpomo/mskuM Ham mnpumep. Ecim cepBep 6a3bl JAaHHBIX MMeEET MUMS
db.example.com, Torga Mbl MOXeM 06aBUTb B IIA0JIOH KOHPUTYpaLIUK Clie-
IYIOIIYIO CChUIKY:

{{ hostvars[ 'db.example.com'].ansible_eth1.ipv4.address }}

Ha ee mecTo 6ymeT moyicTaBieHO 3HaueHMe GakTa ansible_ethl.ipv4.address,
CBSI3aHHOTO ¢ XocToM db.example.com.

MMeliTe B BUAY, YTO 3HAYEHME hostvars BbIMMCISETCS NPU 3amycke
Ansible, a host_vars — 370 KaTanor, B KOTOPOM MOXHO OnpeaenuTb
nepeMeHHble A1 KOHKPETHOM CUCTEMBI.

inventory_hostname

inventory_hostname — 9TO MMsI TEKYIIETO XOCTa, KaK OHO 3a/IlaHO B peecTpe
Ansible. Ecyii BbI ornipeenin rceBOOHUM IJIs1 XOCTa, TOTHa 9TO — IICeB0-
HUM. Hammpumep, eciu peectp comepskUT CTPOKY

ubuntu ansible_host=192.168.4.10

TOTJa ITepeMeHHas inventory_hostname IIOJIYUMT 3HAYEHME ubuntu.
BoT Kak ¢ moOMOIIbIO hostvars U inventory_hostname MOXXHO BBIBECTU BCE IIe-
peMeHHbIe, CBSI3aHHbIe C TeKYIIMM XOCTOM:

- debug: var=hostvars[inventory_hostname]

groups

[TepemMeHHast groups MOXKET MPUTOAUTHCS IJIST TOCTYIA K II€PEMEHHBIM,
oTmpeieJIeHHbIM IS TPYIIITBI XOCTOB. [IOIyCTMM, MbI HaCTpauBaeM XOCT Oa-
JJAHCUPOBIIMKA HArpys3ku, M TpebyeTcs 10OaBUTh B KOHOUTYpPAIMOHHBIN
daiin [P-agpeca Bcex cepBepoB B Ipymiie web. Torma Mbl MOXKeM J100aBUTh B
1m1a6;10H KoH®UTYpaImm cienymmuit hparMeHT:

backend web-backend
{% for host in groups.web %}

! Wudopmaums o KeImMpoBaHNY JaHHBIX TPUBOAUTCS B I1aBe 11.



126 < [naga 5.[llepemMeHHble 1 GakTbl

server {{ hostvars[host].inventory hostname }} \
{{ hostvars[host].ansible default_ipv4.address }}:80
{% endfor %}

M IIOJTIYYUTDb Takou pe3y/bTarT:

backend web-backend
server georgia.example.com 203.0.113.15:80
server newhampshire.example.com 203.0.113.25:80
server newjersey.example.com 203.0.113.38:80

C momoIIpIo ITepeMeHHOI groups B IIa6I0OHe (aiiia KoHQUrypamum MoxkHO
repe6upaTh XOCTHI B TPYIIIIE, VICITONb3YS TOBKO MMS TPYIIIIbI, UJI U3MEHSITh
XOCTBI B I'PYIIIIe, He M3MeHsIs 1abI0H (aiiia KoHPUrypauum.

YcmaHoeka nepeMeHHbIX U3 KOMAHOHOI CMpoKU

[lepemeHHbIe, yCTAHOBJIEHHbIE TIepenayeil mapamMmeTpa -e var=value KOMaHze
ansible-playbook, MMEIOT HAMBBICIINIT IPUOPUTET U MOIYT 3aMEHATh paHee
oripeJieJieHHbIe TlepeMeHHbIe. B mipuMepe 5.12 mokasaHo, Kak YCTaHOBUTD
IIepeMeHHYVIO greeting CO 3HaUE€HMEM hiya.

Mpumep 5.12. YcTaHOBKa nepeMeHHOM B KOMaHAHOW CTpOKe

$ ansible-playbook 4-12-greet.yml -e greeting=hiya

MeTop, ansible-playbook -e var=value JTy4dllle BCErO MCIO/JIb30BaTh, KOTa Clie-
Hapuit Ansible nmpenmnonaraeTcs MPUMEHSTH MOJOOHO CIIEHAPUIO KOMaH/I-
HOJi 0060JIOUKM, MPUHMMAKIIEMY apryMeHT KOMaHJHOW cTpoku. Ilapa-
MeTP -e ITIO3BOJISIET TlepefaBaTh lepeMeHHbIe KaK apTyMeHThI.

B npumepe 5.13 n1eMOHCTpUPYETCS OUEHb ITPOCTON ClieHapuii, KOTOPbIi
BBIBOJIUT COOOIIIeHME, OTIpeieiseMoe IIepeMeHHOI.

Mpumep 5.13. BoiBog coobuieHUs, OnpenensieMoro nepeMeHHoM

- name: Pass a message on the command line
hosts: localhost
gather_facts: false

vars:
greeting: "you didn't specify a message"

tasks:
- name: Output a message
debug:
msg: "{{ greeting }}"
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Eciu 3amycTuTh €ro, Kak rokasaHo HUXKe:
$ ansible-playbook greet.yml -e greeting=hiya
TO OH BbIBEIET:

PLAY [Pass a message on the Command 1-‘Lne:| kkkkkkkkkkkkkhkkhhkhkhhkkhkhhkhhkkkkdk
TASK [Gathering Facts] R e e T T

ok: [localhost]

TASK [Output a message] kkkkkkkkhkhkkhkkhkhhkhhkkhkhhkhhkhhkhkhhkkhkhhkkhkkhkdkk

ok: [localhost] ==> {
I|msg|l: lIh_‘LyalI
}

PLAY RECAP kkkkkkkkkkhhhhkkkkhhhhhrhhhhdhhrhhhhhhhrrhhhdhhrhrhdhhhrrhhhdhrrrrrdd

localhost : ok=2 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

YTOOBI BKIIOUNUTH HpO6EJ’I B 3HaUeHIe HEPEMEHHOVI, I/ICHOJ'IbSYVITE KaBbIU-
KI:

$ ansible-playbook greet.yml -e 'greeting="hi there"'

IlaHHOe 3HaUeHMe HeOoOXOOMMO IIeJIMKOM 3aK/IIUUTh B OJMHAapHbIEe Ka-
BBIUKM 'greeting="hi there"', YTOOBI KOMaHIHAsI 000JI0UKA MHTEPIIPETUPOBA-
Jla ero Kak ofiuH apryMeHT. Kpome TOTO, CTPOKY "hi there" HY>KHO 3aK/TI0OUUTh
B IBOJiHbI€ KaBbIUKM, UTOOBI Ansible MHTepIpeTupoBaaa cooOIIeHre Kak
eJIVHYIO CTPOKY.

BMmecTo oTmenpHBIX IepeMeHHbIX Ansible mo3BosiseT repenars et daiii ¢
oripeieJieHUSIMY TIepeMeHHbIX, JJIs1 Uero B rapamMeTpe -e CeayeT mepenaThb
ums ¢aitna B Bue @filename.ynl. Hampumep, IOMyCTMUM, UTO y HAC MMeeTCs
(paiin, Kak 1Mokas3aHo B puMepe 5.14.

Mpumep 5.14. greetvarsyml

greeting: hiya

9T1oT daiiy MOXKHO TTepenaThb ClieHapuIo, KaK IMTOKa3aHo HIKe:
$ ansible-playbook 5-12-greet.yml -e @5-14-greetvars.yml

B npumepe 5.15 mokasaH mpocToii criocob BbIBOIA 0007 IepeMeHHOI,
3aJaHHOI (JIaroM -e B KOMaHIHOJ CTPOKe.

Mpumep 5.15. BoiBog nepeMeHHOM, 3a4aHHON GaroMm -e

- name: Show any variable during debugging.
hosts: all
gather_facts: true
tasks:
- debug: var="{{ variable }}"
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ITOT InpmuemM Cl)aKTI/ILIeCKI/I IMO3BOJISET IMONYUYNUTh «<M3MEHUNMBYIO IIT€peMeH-
HYI0», KOTOPYIO MO>XHO MCITIO/JIb30BaTh OJI OT/IaOKNU

$ ansible-playbook 5-15-variable-variable.yml -e variable=ansible_python

Mpuopurer

MbI paccMOTpes HeCKOIBKO CITOCOO0B OTpeeseHsI TepeMeHHbIX, I MO-
SKeT CJTYYUTbCS TaK, UTO BaM MTOTpe6yeTcst 3aaBaTh OJHY U TY Ke IepeMeH-
HYIO [JIJIS1 XOCTa MHOXXeCTBO pas3, MCITOMIb3Ysl pa3Hble 3HaUeHMsI. [10 BO3MOXK-
HOCTU u3beraiiTe aToro. Ho ecnu coenaTh 3TO He MOTYYaeTCsl, TO BCIOMHUTE
npaBuia onpeneneHus npuopurera B Ansible. Korma ogHa u Ta ke mepe-
MeHHas OTpe/esisieTcs] B HeCKOIbKUX MecCTax, IpaBujia MpuopureTa orpe-
IessiioT, KaKoe M3 3HaueHMi OHa MOYYMT B KOHIIE KOHIIOB.

3HaHMe MpaBWI MIPUOPUTETA, KOTOPbIe MpuMeHsieT Ansible, MoxkeT BaM
OuY€eHb MPUTOAUTHCS!. BOT MpocToe sMmupuyeckoe MpaBuiIo: YeM Oiske K
XOCTY, TeM Bbillle nmpuopuTeT. COOTBETCTBEHHO, group_vars MMeEeT MPUOPH-
TeT HaJ, 3HaUYeHUSIMU 10 YMOTYaHUIO, OTIpeieIieMbIMU POJISIMU, a host_vars
MMeeT TIPUOPUTET Tiepes, group_vars. Huske mepeuncieHbl Criocobbl ompee-
JIeHMSI TIePeMEHHBIX B TTOPSIIKE BO3PACTaHUSI IPUOPUTETOB.

1. 3HaueHMs1 KOMAaHAHONM CTPOKM (HAIIpUMeEp, -u my_user; 3TO He Iiepe-
MEHHBIE).

2. 3HaueHMs IO YMOJYAHUIO B poisix (omnpenensitorcsi B role/defaults/
main.yml).

3. IlepeMeHHbIe, OTIpefie/isieMble B peecTpe WIN B CLIeHapUM AJIsI TPYTII

XOCTOB.

Cexuus group_vars/all B peectpe.

Cexuust group_vars/all B clieHapumn.

Cex1iuis group_vars/* B peectpe.

Cexuus group_vars/* B ClieHapUn.

[TepeMeHHbIe, OTIpeie/IsieMble B peecTpe WIN B CIIeHaPUY JIJIS XOCTOB.

Cexuus host vars/* B peecTtpe.

R S

10. Cekuust host_vars/* B clieHapUmn.

11. ®axkTbI XOCTOB / KelIMpoBaHHbIe GaKkThI U3 set_facts.

12. TlepemeHHbIe OTepaLIii.

13. Cexuusi vars_prompt B oriepaiunm.

14. Cekums vars_files B oreparnm.

15. TlepemenHble posneii (onpenensieMblie B ¢aiiie role/vars/main.yml).
16. biouHble repemMeHHbIe (TOJBKO MIJISI 33134 B OJIOKe).

! Moppo6uocTy miure B odpuumansHoii nokymentanyn (https://oreil.ly/gqsfK).


https://oreil.ly/gqsfK
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17.
18.
19.

20.
21.
22.

[TepemeHHbIe 3aa4 (TOMBKO IJIS 3a4a4).
Cekums include_vars.

dakTbl, BO3BpaliaemMbple MOAylIeM Set facts / 3aperMcTpupoBaHHbIE
[IepeMeHHbIe.

[TapameTpsl posneit (1 include_role).
[TogknrouyaeMble TapamMeTpbl.
[omomHuUTeTbHbIE TIEpEMEHHbIe (HarpuMeD, -e "user=my_user").

3aknyeHue

B 3Toii raBe MbI pacCMOTpeU pas3Hble CIIOCOObI OTpeeieHNsl U TOCTyma
K (paktam u nepeMeHHbIM. OTIie/ieHMe TIepeMeHHbIX OT 3a7jau U Co3/laHue
peecTpoB C MPaBMJIbHBIMM 3HAUEHMUSIMY TTlepeMeHHbBIX TT03BOJISIET CO3/1aBaTh
OKPYKEHMSI JIJISI TECTMPOBAHUS M OOKATKM IMPOrpPaMMHOI0 obecrieyeHus..
Ansible — oueHb rMbKas cuCTEMA B TOM, YTO KacaeTcs OnpeAeIeHs JaHHbIX
Ha TOM WM MHOM ypOBHe. B ciepyoiieii riaBe Mbl CKOHIIEHTPUPYEMCST Ha
MPaKTUYeCKUX MpMMepax pa3BepTbIBaHMS IPUTOKEHMIA.
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BeepeHue B Mezzanine:
TeCcToBOE NPUIoXKeHue

B rnmaBe 3 MBI paccMOTpe OCHOBHbIE TIpaBu/a HamucaHus cieHapues. Ho
B peasbHOJi JXU3HM BCe Oosiee 3aIyTaHO, YeM BO BBOIHBIX IIaBaX KHUT 10
MporpaMMMpoBaHuio. [l03ToMy B 3TOV T7iaBe Mbl PACCMOTPUM 3aKOHYEH-
HbIV TIpUMep pa3BepPThIBAHUSI HETPUBUAJIBHOTO TIPUIOKEHUS, a B CJIEAYIO-
1ieii uccaegyeM peainsalyio pa3BepTbiBaHMs € TTIOMOIIbIO Ansible.

B kauecTBe mpumepa MPUIOKEHUS UCTIONb3yeM CUCTEMY YIIPaBJIeHNST KOH-
teHTOM (Content Management System, CMS) Mezzanine (https://oreil.ly/xqgMN),
cxofHy1o 110 Ayxy ¢ WordPress. Mezzanine ycTaHaB/iuBaeTcs 1oBepx Django,
CBOOOIHO pacmpocTpaHsieMoro ¢ppeiiMBOpKa BeO-TpuiokeHnii Ha Python.

Moyemy cnoxcHO pazeepmeieame NPUIOXEHUS
8 NPOMbILWIEHHOM OKpYXeHuU

IlaBaiiTe HEMHOTO OTKJIOHMMCS OT TeMbI 1 [TIOTOBOPUM O Pa3aUIMSIX MEKIY
3aITyCKOM IPOTPAaMMHOr0 obGecrieyeHust B OKPY>KeHUM pa3paboTKyu Ha Ba-
IIeM HOYTOYKe ¥ B IIPOMBIIIJIEHHOM OKpY:KeHuu. Mezzanine — OTJIMYHBIA
MIpUMeDp MPUIOKEeHMSI, KOTOPOe ropaszo jierye 3alyCTUTh B OKPYKEHUM pa3-
paboTKM, UeM Pa3BEPHYTh B IIPOMBIIUIEHHOM OKpYKeHuu. B mpumepe 6.1
IOKa3aHo, YTO He06XoAMMO A1 3ammycka npwioxkeHus B Ubuntu Focal/64!.

Mpumep 6.1. 3anyck Mezzanine B OKpy>XeHUWN pa3paboTKu

$ sudo apt-get install -y python3-venv

$ python3 -m venv venv

$ source venv/bin/activate

$ pip3 install wheel

$ pip3 install mezzanine

$ mezzanine-project myproject

$ cd myproject

$ sed -1 's/ALLOWED_HOSTS = \[\]/ALLOWED_HOSTS = ["*"]/" myproject/settings.py

B 97011 rM1aBe MbI ycTaHOBMM MakeThl Python B BupTyanbHOe OKpyskeHye. Ho B pero3uTopum Bbl Tak-
Ke HajieTe NpyMep pa3BepThIBaHMSI HA BUPTYalIbHOM MamyHe Vagrant.

1


https://oreil.ly/xqgMN
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$ python manage.py migrate
$ python manage.py runserver 0.0.0.0:8000

B KoHeUYHOM uTOre BbI JOJIKHBI YBUOETDH CHE}Z[Y}OH.[MVI pe3y/JbTaT Ha Tep-
MHMHaJIe:

dAl\/\/\/\A/\/\/\b
N b
.p' ‘q.
(' ‘b.
(' ‘b, * Mezzanine 4.3.1
: :: * Django 1.11.29
MEZZANINE 11 * Python 3.8.5
it * SQLite 3.31.1
p .q" * Linux 5.4.0-74-generic
p Q'
b ('
q p'
/\q ........ p/\

Performing system checks...

System check identified no issues (@ silenced).

June 15, 2021 - 19:24:35

Django version 1.11.29, using settings 'myproject.settings'
Starting development server at http://0.0.0.0:8000/

Quit the server with CONTROL-C.

BBenst B Opaysepe ampec http://127.0.0.1:8000/, Bbl NOKHBI YBUIIETD
BeO-CTpaHMIy, Kak II0Ka3aHo Ha puC. 6.1. (OTOT cepBep MPMUHMMAET 3aITPOCHI
¢ mob6oro IP-agpeca, cormacHo yKazaHHOMY B coobmennuu aapecy 0.0.0.0.)

Mezzanine [Search H Everything Hi}

Home

Home

Congratulations!

Welcome to your new Mezzanine powered website. Here are some quick links to get
you started:

* Log in to the admin interface

* Creating custom page types

* Modifying HTML templates

* Changing this homepage

« Other frequently asked questions
« Full list of settings

« Deploying to a production server

Powered by Mezzanine and Django | Theme by Bootstrap

Puc. 6.1. naBHas cTpaHmua Mezzanine cpa3y noc/ie yCTaHOBKM



132 < [nasa 6.BsegeHue B Mezzanine: TeCToBO€ NpUNOXeHHe

CoBceM [pyroe [ieyio — pa3BepThiBaHMe MPWIOKEHUST B IPOMBIIIIEHHOM
oKkpy>keHMM. Korma BbI 3aIyCTUTe KOMaHAy mezzanine-project, Mezzanine cre-
HepupyeT ciieHapuit pa3BepTbiBaHMsl Fabric (http://www.fabfile.org/) B daiine
myproject/fabfile.py, KOTOpbIVi MOXHO MCIIOJIb30BaTh JJIs pa3BepPThIBAHMUS
MpOoeKTa Ha IMpoMbliiieHHOM cepBepe. (Fabric — 3To MHCTpyMeHT, HanycaH-
HbII1 Ha Python, mosBossitonnit aBTOMaTU3MPOBaTh BhITIOJIHEHME 3a/1a4 Ue-
pe3 SSH.) Cuenapwmii comepskut rmoutu 700 cTpoK Koma 6e3 yueTa IMogK/Iova-
eMbIX UM (daitioB KOHDUTYpalLy, TAKXKe yUacTBYIOUIMX B Pa3BePTbIBAaHUN.

[Touemy pa3BepTbhiBaHME B IIPOMBbIIIIEHHOM OKPY>KEeHUM HaCTOIbKO CJIOXK-
Hee? S pag, 4yTO BbI ClIpoCciiii. B OKpyskeHuu pa3paboTku Mezzanine morryc-
KaeT caeayloliye yrpolileHus (CM. puc. 6.2):

» B KauecTBe 6a3bl JAHHBIX CHCTeMa Mconb3yeT SQLite u co3maet daiin
6a3bI JAaHHBIX, €CJI OH OTCYTCTBYET;

o HTTP-cepBep paspaboTKu OOCTYKMBAEeT UM CTATUUECKUII KOHTEHT
(u30b6paskeHus, dhaisl .css, JavaScript), u IMHAMMUUYECKM CTeHepupo-
BaHHYI0 pa3meTky HTML;

 HTTP-cepBep pa3pabOTKM MCIIOAb3yeT He3aIIMUIIEeHHbI TPOTOKOII
HTTP, a He HTTPS (3amuiieHHbIN);

» 1poiecc HTTP-cepBepa pa3paboTKy 3aIyCKaeTCs Ha IepegHeM Iia-
He, 3aHMMas OKHO TepMMHAa;

e ums xocta HTTP-cepsepa Bcerpa 127.0.0.1 (localhost).

Terepb MOCMOTPUM, YTO MTPOUCXOOUT TIPU Pa3BePThIBAHMM B ITPOMBIIII-
JIEHHOM OKPY>KeHUM.

Ynipasnsiowas MawmHa
( MawwmHa Vagrant

8000] n

—

|

GET http://localhost:8000/static/style.cs;

GET http://localhost:8080/foo
8000

bpay3ep

JlokanbHbld  ba3a AaHHbIX
IUCK SQLite

L J
\. J

Puc. 6.2. MNMpunoxenne Django B pexxume pa3paboTku

baza danHbix PostgreSQL

SQLite — BcTpanBaemas 6a3a IaHHBIX. B MPOMBIIIIIEHHOM OKpPYKeHUM Tyd-
Ile MCIONb30BaTh 6a3y JAaHHBIX MPOMBIIIIEHHOTO YPOBHS, 0becrieunBalo-
IO JIYYLIYIO MTOAAEP’KKY MHOTOUMCIEHHBIX OLHOBPEMEHHBIX 3alPOCOB U
MTO3BOJISIIONIYI0 3aITycKaTh HecKobKo HTTP-cepBepoB ajist 6amaHCUPOBKA


http://www.fabfile.org/
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Harpy3Ku. A 9TO 3HaUUT, YTO HEOOXOIMMO Pa3BEPHYTh CUCTEMY YIIPABJIEHMS
6a3aMu JAaHHbBIX, TaKyio Kak MySQL mau PostgreSQL (miu mmpocto Postgres).
YcTaHOBKA OJTHOTO U3 YIIOMSIHYTBIX CepBepoB 6a3 JAaHHbBIX CO3/IaeT IOIO0J-
HUTeJIbHbIE TPYAHOCTU. MBbI TOJIKHbBI:

1) ycTaHOBUTH cepBep 6a3bl JaHHBIX;

2) y6eauThCst B ero paboToCIIOCOOHOCT

3) co3maTh 6a3y TaHHBIX;

4) co3maThb MOJIb30BaTes 6a3bl JAHHBIX C COOTBETCTBYIONUIMMM ITpaBaMu
IOCTYyIIa K Heli;

5) HacTpouTh mnpwioxkeHue Mezzanine Ha MCIIO/JIb30BaHME YUYETHBIX
IAHHBIX TTOJIb30BaTes 6a3bl JAHHBIX U MHGOPMAIMK O COeAVHEHUMN.

Cepesep npunoxeruii Gunicorn

[TockonbKy Mezzanine sBiaseTcs Django-npuiioxkeHreM, ero MOKHO 3aIly-
ckatb mog yrpaBiaeneMm HTTP-cepBepa Django, Ha3bIBaeMOI'o B IOKyMeH-
taiuu Django cepsepom pazpabomku. BoT 4To cka3aHO 0O cepBepe pa3paborT-
K1 (https://oreil.ly/vBIFd) B mOoKymMeHTauyu K Django 1.11:

«He mMcIionb3yiiTe 3TOT cepBep B IMPOMbIIUIEHHOM OKpyXKeHuu. OH
npeIHa3HaueH TOJMbKO i pa3paboTku. (Mbl geyaeM Be6-GhpeiitMBop-
KU, a He Be6-cepBephl.)»

Django peanusyer crangapt Web Server Gateway Interface (WSGI)!. To
eCcTb IJisg 3allycka Django-npuioskeHui, Takux Kak Mezzanine, mogoiigeT
nmo6oit HTTP-cepBep. Mbl 6ymeM ucronb3oBaTh Gunicorn — oguH U3 II0-
mynsspHeix HTTP-cepBepoB ¢ nopmepskkoit WSGI, KOTOpPBII MCHONb3yeT
cueHapuii pasBepTbiBaHus Mezzanine. Takke oOpaTuTe BHMMAaHME, UTO
Mezzanine ucrnonab3yeT He3allMIeHHYIO Bepcuio Django, KoTopasi 60sbliie
He TOAAeP>XKUBaeTCs.

Be6-cepsep NGINX

Gunicorn BeImonHsIeT Django-puioskeHne B TOYHOCTHM KaK ceBep pa3paboT-
k1. OgHako Gunicorn He 06C/TY>KMBaeT CTATUYECKUX PECYPCOB ITPUIOKEHMS,
TaKuX Kak daiabl M306paxkeHnit, .css u JavaScript. Vix Ha3bIBalOT CTaTU4eC-
KMMU, TIOTOMY YTO OHM HMUKOT[A HE M3MEHSIOTCS, B OTIMYME OT AMHAMM-
YyeCKy reHepyupyeMbIX BeO-CTpaHMl], KOTOpbIe 06caykuBaeT Gunicorn.

HecmoTpst Ha To uTo Gunicorn IpeKkpacHo CIpasisieTcs ¢ mnubpoBaHemM
TLS, nJist pa6oTsI ¢ mudpoBaHueM 00bIYHO HacTpauBaoT NGINX?2.

! Onmcanne nporokona WSGI moskHo HaliTu B Python Enhancement Proposal (PEP) 3333 (https://oreil.

Ly/yyMcf).
2 Toppepskka mudposanns TLS 6su1a mo6asaena B Gunicorn 0.17. JTo 3TOro J1st TOAAE PKKM MbPOBa-
HUS IPUXOAMUIIOCH UCIIONb30BaTh OTAENbHOE PUIOKeHMe, Takoe Kak NGINX.


https://oreil.ly/vBIFd
https://oreil.ly/yyMcf
https://oreil.ly/yyMcf
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s 06pabOTKM CTAaTUUYECKUX OOBEKTOB U MOAAEPKKY mudpoBanus TLS
MbI 6ymem ucronb3oBaTh NGINX, Kak moka3aHo Ha puc. 6.3.

[ NGINX [ Gunicorn
GET https://example.com/foo
P 443 8000
GET https://example.com/static/style.css

bpayzep \ \

JlokanbHbli baza aaHHbIX
AnCK SQLite

Puc. 6.3. NGINX kak peBepCHBHbI NPOKCH

Mbi goyiskHbl HacTpouTh NGINX Kak pegepcusHuaiti npokcu ans Gunicorn.
Ewn moctynut 3ampoc Ha MojyuyeHue CTaTUyeckoro oobekTa, Hampumep
daiin .css, To NGINX BepHeT ero KJMeHTY, B3sIB HEIIOCPeJCTBEHHO U3 JIO-
KaJibHOM (aitioBoii cuctembl. lHaue NGINX nepepact 3anpoc Gunicorn,
ornipaBuB HTTP-3arpoc arysk6e Gunicorn, AeiiCTBYIOIIE Ha 3TOM ke Ma-
mnHe. Kakoe n3 atux neicteuii BBInoaHUTb, NGINX onpepenseT mo URL.

O6paTuTe BHMMaHMe, 4YTO 3aIpockl M3BHe moctynaioT B NGINX 1o mpo-
tokosry HTTPS (T. e. 3ammdpoBatsl), a Bce 3arpocbl 3 NGINX B Gunicorn
repealoTCsl B OTKPBITOM, HelllpoBaHHOM Buze (1o mpotokoiay HTTP).

Lucnemuep npoueccos Supervisor

B okpyskeHuM pa3paboTKM Mbl 3aITyCKaeM CepBepP MPUIOKEHNH B TEPMUHA-
Jie KaK IMPUJIOKeHMe MepefHero IjiaHa. 3akpbIThe TepMUHA/IA B 3TOM CITy-
Yyae MPMUBOAUT K aBTOMATUUECKOMY 3aBepIleHNI0 TPOorpamMmMbl. B mpoMbIiii-
JIEHHOM OKPY>KeHUM cepBep MPUIOKeHU JOJIKeH 3aITyCKaTbCsl B GQOHOBOM
pexxuMe, UTOObI OH He 3aBepIIajics M0 OKOHYAHUM CeaHca B TEPMUHAJE, B
KOTOPOM 3aIlyllleH IpoLecc.

B nmpocropeuny Takue Mpolecchl Ha3biBalOT demoHamu (daemon), man
cyncbamu (service). Mbl TO/KHBI 3amycTUTh Gunicorn Kak JeMOH, U elle
HaM Hy>KHa BO3MOYXHOCTb OCTaHaBIMBATh U Ilepe3arryckaThb ero. CyiiecTByeT
MHOTO IVCIIETUYEPOB 3a/1a4, CIIOCOOHBIX BBITIOJIHUTD 3Ty paboTy. Mbl Oymem
MCIOb30BaTh SUpervisor, IOTOMY YTO MMEHHO €ro UCIIONb3YIOT CLieHapum
pasBepTbhiBaHMS Mezzanine.

3aknyeHue

Terepsb BbI JO/KHBI TOHMMATh, UTO TPeGyeTCs /1T pa3BepPThIBAHUSI BEO-TIPH-
JIO’KEHMSI B IIPOMBIIIIEHHOM OKpPY>KeHUM. B y1aBe 7 Mbl IlepeiigeM K pean-
331U 9TOI 3aauM ¢ HOMOIIbIO Ansible.
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PasBepTbiBaHMe Mezzanine
¢ noMoubio Ansible

[Tpunuio BpeMsi HamucaTh ciieHapuii Ansible st pasBepTbiBaHys Mezzanine
Ha cepBepe. MbI mipofeaeM 3TO IIar 3a maroM. Ho eciu Bbl OTHOCUTECH K
TOMY TUITY JIIOAE}i, KOTOpble HAUMHAIOT YMTATh C KOHIIA KHUTU, YTOOBI y3-
HaTh, YeM BCe 3aKOHUMTCS, TO B KOHIIe IVIaBbl B IpumMepe 7.27 Bbl YBUAUTE
ciieHapuii MoIHOCThI0. OH TakKe MocTymeH B perto3utopun GitHub. IIpexkae
yeM 3aIlyCTUTb ero, pounTaiite daitn README.

MbI cTapa/nCh OCTAaBaThCSI KaK MOXKHO OJIMkKe K OPUTMHAIbHBIM CIleHa-
pusim, KoTopbie Hanucan Credan Mak/loHanba (Stephen McDonald), aBTop
Mezzanine!.

Bbi600 cnucka 3aday e cueHapuu

[Ipeskae yeM yIIyOUTBCSI B HeZlpa HAIIeTo CIieHapus, JaBaiTe B3IJITHEM Ha
HEero C BbICOTbI. YTUINTA ansible-playbook IMOOAepsKMBaeT rapamMeTp --list-
tasks. OH ITO3BOJISIET MOYYMUTH CIIMCOK BCEX 3a/1a4, OObSIBJIEHHBIX B CI[€HA-
pun. BOT Kak MOKHO MCITIO/Ib30BATh 3TOT IIapamMeTp:

$ ansible-playbook --list-tasks mezzanine.yml

[Ipumep 7.1 OeMOHCTpUpPYET BBIBOH 3TOI KOMAHIbLI [ CLEeHapus
mezzanine.yml, npuBeleHHOTO B IIpumMmepe 7.27.

MNpumep 7.1. Cnncok 3agay B cueHapum Mezzanine

playbook: mezzanine.yml
play #1 (web): Deploy mezzanine  TAGS: []

tasks:
Install apt packages TAGS: []
Create project path TAGS: []

Create a logs directory  TAGS: []
Check out the repository on the host  TAGS: []

! Bcocras guctpubytusa Mezzanine 6071blie He BXOOUT clieHapuii Fabric 11 aBToMaTu3aum passep-

TBIBAHMSI.
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Create python3 virtualenv TAGS: []

Copy requirements.txt to home directory  TAGS: []
Install packages listed in requirements.txt TAGS: []
Create project locale TAGS: []

Create a DB user TAGS: []

Create the database TAGS: []

Ensure config path exists TAGS: []

Create tls certificates TAGS: []

Remove the default nginx config file  TAGS: []

Set the nginx config file TAGS: []
Enable the nginx config file TAGS:
Set the supervisor config file  TAGS:
Install poll twitter cron job TAGS:
Set the gunicorn config file TAGS:
Generate the settings file TAGS: []

Apply migrations to create the database, collect static content TAGS: []
Set the site id  TAGS: []

Set the admin password  TAGS: []

— e e
[ S S —)

DTO MPOCTOIi CIIOCOO BBISICHUTH, KaKie IeiCTBIUS ITPOM3BOISITCS ClieHa-
pueM.

OpzaHu3ayus ycmaHaeaueaembix ¢paiizioe

Kaxk y>ke roBopmiiochk, Mezzanine pa3BepTbiBaeTcs moBepx Django. B repmn-
Hosioruy Django Be6-TIpuIOsKeHre Ha3bIBAeTCS NPOEKMOM, I Mbl JO/IKHBI
nath eMy uMs. [TycThb 9TO OyneT mezzanine_example.

Hamu ciieHapuii IpoM3BOAUT YCTAHOBKY Ha MallMHy Vagrant 1 momenjaer
(daiinbl B mOMaIlIHMIT KaTaaor mojib3oBaTtesst Vagrant.

Mpumep 7.2. CrpykTypa Katanoros B /home/vagrant

|---- logs

|---- mezzanine

| | ___ mezzanine_example
| .virtualenvs

|___ mezzanine_example

B npumepe 7.2 MoKazaHa COOTBETCTBYIONIASI CTPYKTYpPa KaTaJOroOB BHYTPU
/home/vagrant:

» /home/vagrant/mezzanine_example — KaTaJior BepXHEro ypoBHS, Kyaa
OyIeT KOMMpPOBaThCS MCXOMHBIV Kof, 13 perto3uTopust B GitHub;
» /home/vagrant/.virtualenvs/mezzanine_example — KaTaJlor BUPTYyaJb-

HOTO okpykeHusi Python (virtualenv), Kyma 6yayT ycTaHaBIMBATHCS
BCe JIOTOTHUTe/IbHBIE TaKeThl Ha s13bike Python;



lNepeMeHHbIe U CKpbITbie NepeMeHHble <+ 137

» /home/vagrant/logs — xaTanor A5 XpaHeHUs XKYpHaIOB, CO3/IaBaeMbIX
npuaoxenmem Mezzanine.

[MepemeHHbIE U CKpbIMbIE NEpeMeHHble

Kak mokasaHo B nmpumepe 7.3, clieHapuii1 ompeesnsieT JOBOJIbHO MHOTIO Iie-
pEeMEeHHbIX.

Mpumep 7.3. OnpeneneHns nepemMeHHbIxX

vars:
user: "{{ ansible_user }}"
proj_app: mezzanine_example
proj_name: "{{ proj_app }}"
venv_home: "{{ ansible_env.HOME }}/.virtualenvs"
venv_path: "{{ venv_home }}/{{ proj_name }}"
proj_path: "{{ ansible_env.HOME }}/mezzanine/{{ proj_name }}"
settings_path: "{{ proj_path }}/{{ proj_name }}"
reqs_path: requirements.txt
manage: "{{ python }} {{ proj_path }}/manage.py"
live_hostname: 192.168.33.10.nip.10
domatins:
- 192.168.33.10.nip. 10
- www.192.168.33.10.nip.10
repo_url: git@github.com:ansiblebook/mezzanine_example.git
locale: 'en_US.UTF-8'
# MepemeHHble HUxe OTCYTCTBYWT B cleHapun fabfile.py ycrtaHosku Mezzanine
# Ho Mbl gobasuinm mx ans ypobcTea
conf_path: /etc/nginx/conf
tls_enabled: true
python: "{{ venv_path }}/bin/python"
database_name: "{{ proj_name }}"
database_user: "{{ proj_name }}"
database_host: localhost
database_port: 5432
gunicorn_procname: gunicorn_mezzanine

vars_files:
- secrets.yml

B 60/1bIIMHCTBE CJTydaeB Mbl CTapaJINCh UCIOAb30BaTh Te JKe MMeHa Iie-
peMeHHbIX, 4TO U B Fabric-cuienapun ycraHoBku Mezzanine. MblI Takke J10-
06aBWMIM HECKOJIBKO IepeMeHHbIX, YTOObI CIIeaTh Impoiecc 6oee mpo3pad-
HbIM. Hanpumep, ciieHapuu Fabric Mcmonb3yiOT mepeMeHHYIO proj_name JIJIsI
XpaHeHMsT UMeHM 06a3bl JaHHBIX ¥ MMeHM M0Tb30BaTe st 6a3bl JaHHBIX. Mbl
MpeAnouYnTaeM 3aaBaTh BCIIOMOraTeJbHbIE TIepeMeHHbIe, TaK/e Kak data-
base_name U database_user, ¥ OIIpeLe/ISITh UX YEPe3 proj_name.
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OTMeTuM HeCKOJIbKO BaKHbIX MOMEHTOB. Bo-I1epBbIX, 06paTuTe BHMUMA-
HJMe, KaK MOXKHO OIpeIeJINTh OHY epeMEHHYIO Ha OCHOBe Ipyroit. Hampu-
Mep, TTepeMeHHasl venv_path OIpeIe/IeTcsl Ha OCHOBE MEPEMEHHBIX venv_home
M proj_name.

Bo-BTOpBIX, 00paTuTe BHMMaHME, KAK MOKHO COCIAThCs Ha akTh Ansible
B 9TUX IlepeMeHHbIX. Hanpumep, mepemMeHHas venv_home OTIpefieieHa Ha OC-
HOBe (paKkTa ansible_env, ITOJIy9a€MOT0 13 KaXKIOI'0 XOCTA.

U1 HakoHell, 06paTuTe BHMMaHME, YTO MbI OIPeIe/I HECKOJIBKO Iepe-
MEHHBIX B OT/IeJIbHOM (haitie secrets.yml:

vars_files:
- secrets.yml

AToT aity comepsKUT Takue NaHHbIe, KaK Mapoiyv ¥ TOKEHbI, M OHU JOJDK-
HbI OCTaBaTbCsl KOHGMIOeHIMaNbHbIMU. B pernosutopun Ha GitHub sTor
daiin orcyTcTByeT. BMecTo Hero umeetcst daiin secrets.yml.example. Bot Kak
OH BBIIVISIINT:

db_pass: e79c9761d0b54698a83ff3f93769e309
admin_pass: 46041386be534591ad24902bf72071B
secret_key: b495a05c396843b6b47ac944a72c92ed
nevercache_key: b5d87bb4e17c483093296fa321056bdc

# Bbl JONXHb CO34aTh nmpunoxenne Twitter no agpecy: https://dev.twitter.com
# YyTOObl MONYYNTbL YYETHble JaHHble ANA MHTerpauuu Mezzanine c Twitter.

#

## NMonpobHocTi 06 mHTerpauuu Mezzanine ¢ Twitter npusogaTcs nmo agpecy:

# https://mezzanine.readthedocs.io/en/latest/twitter-integration.html
twitter_access_token_key: 80b557a3a8d14cb7a2b91d60398fb8ce
twitter_access_token_secret: 1974cf8419114bdd9d4ea3db7a210d90
twitter_consumer_key: 1f1c627530b34bb58701ac81ac3fad51
twitter_consumer_secret: 36515c2b60ee4ffb9dd33d972a7ec350a

YToOBI BOCIIOIB30BAThCS UM, CKOMIMpYiiTe Gaiin secrets.yml.example B se-
crets.yml vi USMEeHUTe ero Tak, YTOObI OH COAEePsKaJl JaHHbIe BaIlIero caira.

O6paTuTe BHWMMaHMWE, 4YTO secrets.yml nepeuucneH B danne
.gitignore peno3utopusa Git, 4yToObl NpenoTBPaTUTL CyYalHOe
COXpaHeHWe 3TUX AaHHbIX B My6AMYHOM peno3uTopun. Jlyu-
e BCEro BO34EPXKaTbCs OT KOMMPOBaHUS He3awmdpPOBaAHHbIX
[aHHbIX B PEMNoO3uTOpPUi, YTOObl M36EXATb PUCKOB, CBA3AHHbIX C
6e30MacHOCTbI0. ITO BCEro NULb OAMH U3 cnocobos obecneve-
HWS CEKPETHOCTU AaHHbIX. MIX TakKe MOXHO nepenaBaTh vepes
nepemeHHble oKpyxxeHus. [lpyroi cnocob, onucaHHbIM B rnase 8,
3aK/I0YaEeTCs B MCMOMb30BaHMM Bepcumn danna secrets.yml, 3a-
WKMdpOBAHHOM NPU NOMOLLM ansible-vault.
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YcmaHoeka 60/1bU1020 KoNUuYecmea nakemoe

Ham morpebyeTcss yCTaHOBUTH ABa TUIIA ITAKETOB, UTOOBI pPa3BEPHYTh
Mezzanine: ccTeMHbIe ITaKeThl ¥ HECKOJIBKO MakeToB Ay1st Python. [Tockosb-
Ky MbI COOMpaeMcs pa3BepThIBATh IpuiIoskeHne B Ubuntu, 6ymeM MCIT0Ib30-
BaTh JJIS1 YCTAHOBKYM CUMCTEMHBIX MAKETOB OUCIIETUYED apt, a JIJIT YCTAHOBKMU
nmaketoB Python — gucrieTuep pip.

VcTaHaBAMBATDh CUCTEMHbIE ITAKEeThI OOBIYHO ITPOIIe, YeM MmakeThl Python,
IIOTOMY UTO OHM CO3JaHbl [IJIT HEIOCPEICTBEHHOTO WMCIIOIb30BaHMS
OTepanyoHHOl cucTeMoil. OGHAKO B PENO3UTOPUSIX CUCTEMHBIX MTaKeTOB
3a4acTylo OTCYTCTBYIOT HOBeJiIIMe Bepcuu 6mbmmnoTex st Python, KoTopsie
HaM Heo6XomyMbl. I103TOMy MX MbI OyJleM yCTaHABAMBATb OTAENbHO. DTO
KOMITPOMMCC MEKAY CTabMIbHOCTBIO M MCITOJIb30BaHMEM HOBEMIINX U Ca-
MBIX JTYYIINX BEPCUIA.

B mpumepe 7.4 mokasaHa 3a7aua, KOTOPYIO MbI MCITOTb3yeM JJIs1 YCTAHOB-
KV CYCTEMHBIX ITaKeTOB.

Mpumep 7.4. YCTaHOBKA CUCTEMHbIX NAKETOB

- name: Install apt packages
become: true
apt:
update_cache: true
cache_valid_time: 3600
pkg:
- acl
- git
- libjpeg-dev
- libpg-dev
- memcached
- nginx
- postgresql
- python3-dev
- python3-pip
- python3-venv
- python3-psycopg2
- supervisor

Korza ycraHaB/iIMBaeTCst HECKOJIbKO TTakeToB, Ansible repenaet Bech criu-
COK MOJYJIIO apt, @ MOAY/Ib BHI3OBET ITPOTPAMMY apt TOJIBKO OIVH pa3, TOXe
repezaB eif BeCh CIMCOK YCTAHABIMBAEMbIX MTAKETOB LIeJTMKOM. MOMIY/Ib apt
criocobeH 006pabaThIBATh TAKME CIIMCKIN.

Zo6aeneHue sbipaxceHus become e 3adayy

B mpuMepax ClieHapyeB B I71aBe 3 HaM Tpe60oBaIoCh, UTOGBI CIIeHAPUIA LI -
KOM BBITIOJTHSIICS C IIPUBUJIETMSIMM T10JIb30BATEJS root, TO3TOMY MbI 106aB-
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JISIIV B oTiepaliiy BbIpakeHue become: true. [Ipy pa3BepThiBaHMM Mezzanine
OOBIIMHCTBO 3a7au OyIeT BBIMOTHATHCS C MPUBWIETUSIMU TI0JIb30BATENS,
OT JI11]a KOTOPOTO ycTaHaBauBaeTcsl SSH-coenuHeHne ¢ X0CTOM, a He root.
[ToaTOMY MBI JOJIKHBI TPUOGpeTaTh MPUBWIETUM OOt He IJIs 8celi omepa-
LM, & TOJIBKO [ OTIpefie/leHHbIX 3a1a4.

[I7st 9TOr0 MOKHO T06aBUTDb BhIpaskeHMe become: true B 3a/1auu, KOTOpPbIe
Heo0X00uMO BBITIOTHUTH C MPUBWIETUSIMU Toot, Kak B Impumepe 7.4. [las
6osbieli HaISIAHOCTM Bac rpenmounTaeT HOOABISTH become: true MIPSIMO
IIOL, - name:.

O6HoeneHue Kewa oucnemyepa nakemoe apt

Ubuntu noaaep>kuBaeT Kelll MMeH BCeX apt-MaKeToB, JOCTYIHbIX B apXu-
Be naketoB Ubuntu. IIpencTtaBbTe, UTO BbI MMbITA€TECh YCTAHOBUTD ITaKeT C
umeHeM libssl-dev. Bbl MOkeTe MCITONTb30BaTh IPOTPAMMY apt-cache, UTOOBI
3aIpOCUTh 13 Kellla MH(popMaInio 06 M3BECTHO BEPCUM 3TOI IIPOTPAMMBI:

$ apt-cache policy libssl-dev

Bce npumepbl KOMaHg, B 3TOM pasaene BbINONHATCS Ha yaaNeH-
HoM xocTe (Ubuntu), a He Ha ynpasnsioLwwen MalunHe.

PesynbTaT oKasaH B mpumepe 7.5.

Mpumep 7.5. BoiBog, apt-cache

libssl-dev:
Installed: (none)
Candidate: 1.1.1f-1ubuntu2.4
Version table:
1.1.1f-1ubuntu2.4 500
500 http://archive.ubuntu.com/ubuntu focal-updates/main amdé64 Packages
1.1.1f-1ubuntu2.3 500
500 http://security.ubuntu.com/ubuntu focal-security/main amd64 Packages
1.1.1f-1ubuntu2 560
500 http://archive.ubuntu.com/ubuntu focal/main amd64 Packages

Kak BuauTe, 3TOT MakeT He 6bl1 ycTaHOB/IeH. CortacHO MHpOpMaLu 13
Kellla, Ha JIOKaJbHOM MaiiuHe HoBejmas Bepcust — 1.1.1f-1ubuntu2.4. Mbl
TaKKe MoMyYmIu MHpopMaInio 0 MeCTOHAXOXKIEHUM apXyBa IaKeTa.

B HeKoTOpbIX ci1ydasix, Koraa npoekT Ubuntu BbllyckaeT HOBYIO BepPCUIO
raKeTa, OH yHaJseT yCTapeBIIYI0 BepCuio U3 apxuBa. ECim ToKa/IbHbI Kelll
apt Ha cepBepe Ubuntu He 6bUT OOHOBJIEH, OH TTOTBITAETCS YCTAHOBUTD IMa-
KeT, KOTOPOTO HeT B apXuBe.
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[Tpomosmkas mpuMep, MPeaIToa0KMM, UTO Mbl PEIIUIA YCTAHOBUTH ITAKeT
libssl-dev:

$ sudo apt-get install libssl-dev

Eciu Bepeust 1.1.1f-1ubuntu2.4 Gosnbliie He IOCTYIIHA B apXMBe IMAaKeTOB,
MbI YBUAUM COOGIIeHNe 00 OIIMOKe.

[IpuBecTy TOKaAbHBI Kell MaKeTOB dpt B aKTyaJbHOE COCTOSIHME MOKHO
KOMAaH/I0¥ apt-get update. BoI3bIBast MOmy/b apt B Ansible, emy Heob6xoamo
repenaTh apryMeHT update_cache: true, YTOOBI 06eCITEUNTH TOAAEPKAHE
JIOKAJIbHOTO Kellla apt B aKTyaJlbHOM COCTOSIHMM, KaK 3TO IMOKa3aHO B MPU-
mepe 7.4.

O6HOB/IEHNME Kellla 3aHMMaeT HEKOTOpOe BpeMs, @ Mbl MOXKEM 3aITyCKaTh
CIleHapuii MHOTO pa3 MOAPSI, AJIsl OT/IAAKM, TTI03TOMY, UYTOOBI M36€KaTh He-
HYKHBIX 3aTpaT BpeMeHM Ha OOHOBJIeHMe Kellla, MOXKHO TepeJaTh MOAYIIO
apryMeHT cache_valid_time. OH paspeliaeT OOHOBJE€HME Kellla, TOJbKO eC/in
TOT CTaplle YCTAHOBJIEHHOTO [IOPOTrOBOro 3HaueHus1. B mpumepe 7.4 1CIONb-
3yeTcsl apryMeHT cache_valid_time: 3600, KOTODPBIVi pa3peniaeT OOHOBJIEHNE
Kellla, TOJIbKO eciu OH ctapie 3600 c (1 gac).

UzeneuenHue npoekma u3z penosumopus Git

XoTs1 Mezzanine MOKHO MCIIO/Ib30BaTh, He HAIMCAB HU CTPOYKU KOAA, OF-
HOJ U3 CWIbHBIX CTOPOH 3TOV CUCTEMBI SIBJSIETCS TO, YTO OHA HAaIlMCaHa C
ucrnonb3oBaHueM ¢dpeiiMBopka Django, KOTOPbI, B CBOIO OUepenb, CITY>KUT
MpeKpacHoii iaTdopmoii s Be6-npuioskeHnit Ha Python. Ecin Bam mipo-
CTO HY)XHA cuUcTeMa yrpasyieHus: Koutentom (CMS), Torga o6paTuTe BHU-
MaHMe Ha 4To-Hubyab Bpoae WordPress. Ho eciiu BbI muiiieTe Crielyaan3u-
pOBaHHOe MpUJIOKeHMe, BKIouawllee GyHKIMOHaIbHOCTh CMS, TO Bam Kak
HeJIb34 JIydllle TofoiiaeT Mezzanine.

B xome pa3BepTbIBaHUSI BaM MOTPeOYeTCs MOMYyUYUTh U3 pernosutopust Git
Koz, Baiero Django-npuinoxenusi. Beipaxasich s13p1koM Django, pernosuTo-
puii TOMKeH XpaHUTb npoekm. S cozpan penosutopuii B GitHub (https://oreil.
ly/HtoNP) ¢ ipoekToM Django, copepskaiinii Bce HeoOXoaumble (aiiibl. ITOT
MIPOEKT U Oy[eT pa3BepThIBATh HAIIl CLIeHAPUIA.

C nmomouipio MporpamMmmel mezzanine-project, KOTOPAsi IOCTABJSIETCS BMECTe
¢ Mezzanine, Mmbl co3anu aiiabl mpoekTa, Kak Moka3aHo HIKe:

$ mezzanine-project mezzanine_example
$ chmod +x mezzanine_example/manage.py

B HailleM perno3smuTopum HET HMKAKMX KOHKPeTHBIX Django-TnpuaoskeHNIA.
Tam comepskaTcst TOJIbKO (aiiabl, HeOOXOaMMblIe IJIsT IIPOeKTa. B peanbHbIX
YCIIOBUSIX 3TOT PeNIO3UTOPUIi coflepskaJl Obl TOAKATAIOTY C IOTIOTHUTETbHbBI-
Mu Django-TpuoxkeHMUSIMUA.
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B npumepe 7.6 moKa3aHoO, KaK MCII0Jb30BaTh MOMY/Ib git [IJIsT M3BI€UEH NS
MIPOEKTa U3 yaajaeHHoro pernosutopus Git.

Mpumep 7.6. M3BneveHne npoekTa us penosmtopus Git
- name: Check out the repository on the host
git:
repo: "{{ repo_url }}"
dest: "{{ proj_path }}"
version: master
accept_hostkey: true

MBI OTKPBIJ OCTYIT K PEMIO3UTOPUIO IJIST BCEX JKeTAIOIINX, YUTOOBI UMTa-
TeJIV CMOT/IM 00paIaThCs K HeMY, HO B peasbHO JKM3HY BaM ITPUIETCS 00-
palaThCs K 3aKpbIThIM pero3utopusam Git mo SSH. I[ToaToMy Mbl HACTpOU-
JIVI IePeMEeHHYI0 repo_url IJISI UCIIOJIb30BAHUSI CXEMbI, KOTOpast KIIOHUPYET
perniosutopuii mo SSH:

repo_url: git@github.com:ansiblebook/mezzanine example.git
Eciu BBI coGMpaeTech OImpoO6oBaTh IIpUMephl Ha CBOEM KOMIIbIOTEpe, TO

IJIs 3aIyCcKa CIeHapysl Bbl JO/DKHBI CO3IaTh YUETHYIO 3amuch Ha GitHub
(https://github.com/signup):

1) mo6aBUTh OTKPBITHIV Ko SSH B cBO yueTHYI0 3amuch Ha GitHub
(https://github.com/settings/keys);
2) 3anyctuTh SSH-areHTa Ha yrpaBJsoIieil MaliMHe:
$ eval $(ssh-agent)

3) mob6aBUTh CBOJI 3aKPbITHIN KiIou SSH B SSH-areHTa:
$ ssh-add <nymb K 3akpsimomy Kmwyy>

B cnyvae ycnexa ciemymoomniasi KOMaHa BbIBEIET OTKPBITHINA K04 SSH,
TOJIBKO UTO J00aB/JI€HHbI BAMM:

$ ssh-add -L
BbIBO[I, 1O/IDKEH BBIIVISIAETh IIPMMEPHO TaK:
ssh-ed25519 AAAAC3NzaC11ZDIINTESAAAAINT/YRLI7Oc+KyM6NFZt7fb7pY+btItkHMLbZhdbwhi2

YT06bI BKJIIOYMTD ar€HTa MepeHanpasieHus, 106aBbTe Cieqyolie CTpo-
KU B daiin ansible.cfg:

[ssh_connection]
ssh_args = -0 ForwardAgent=yes

[IpoBepuTh pabOTOCIIOCOOHOCTh areHTa IMepeHaIlpaB/IeHus] MOXKHO C
rnomoinbio Ansible, Kak moxasaHo HyKe:

$ ansible web -a "ssh-add -L"


https://github.com/signup
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JTa KOMaH[Ja JO/KHA BBIBECTHM TO JKe caMoe, YTO KOMaHJa ssh-add -L Ha
Ballleil JJOKAJIbHOM MallliHe.

HenuimauM Takke 6ymeT yoeauTbCs B JOCTVKUMOCTHU cepBepa GitHub mo
SSH:

$ ansible web -a "ssh -T git@github.com"

B C/Iydae ycCIiexa ee BbIBO JO/DKEH BBIIVIAOETb IPMMEPHO TaK:

web | FAILED | rc=1 >>
Hi bbaassssiiee! You've successfully authenticated, but GitHub does not provide
shell access.

[TycTb Bac He CMyIIIaeT CJI0BO FAILED B BbIBOJIEe — caM (haKT IMOTyYeHUsI CO-
obuieHus ot cepBepa GitHub yke roBopuT o TOM, 4TO BCe B MOPSIJIKe.

Kpome URL pemnosuTopus B mapaMeTpe repo M IyTU K PEITO3UTOPUIO B Ma-
pameTpe dest, HY)KHO TakKe Mepenarb NOMOJHUTENbHBIN MapaMeTp accept_
hostkey, CBSI3aHHBIN C nposepKoll Kawueli xocma. (ATeHTa TepeHanpaBieHUs
SSH u mpoBepKy K/TI04eii X0CcTa MbI TOAPOOHO paccMOTpUM B riaBe 20.)

YemaHoeka Mezzanine u dpyaux nakemoe 8 virtualenv

MpsI MoskeM ycTaHaBIMBaTh nakeTbl Python ot nuia nonb3oBatesns root Ha
YPOBHeE BCei1 CYICTeMbl, HO JIyYllle YCTaHaBJIMBATh /X B M30/IIPOBAHHOE OKPY-
skeHue, YTOObI M30eKaTh KOHMIMKTOB C CUCTeMHbIMM IakeTamu Python.
B Python nopo6GHble M30MMpOBaHHbIE OKPY>KEHMSI Ha3bIBAIOT virtualenv.
[Tonp30BaTe b MOXKET CO3JATh 6OMbIIOe KOMMYECTBO OKPYKeHMi1 virtualenv
M YCTAHOBUTD B HUX IaKeThbl 6€3 MCII0Ib30BaHMsI IPUBUIIETHII ITOJIb30BaTe-
ns1 root. (HaroMmHI0, 4TO MBI cO6MpaeMcsi yCTaHOBUTb HEKOTOPbIE TAKeThl
171t Python, 4To6bI MOMTyYUTH CaMble CBEXMEe BePCUIAL.)

Mogyns pip B Ansible mo3BonsieT co3gaBaTh Takye U30IMPOBAHHbIE OKPY-
skeHMs virtualenv 1 ycTaHaB/IMBaTh B HUX MTAKeThI.

B mpumepe 7.7 neMOHCTpUPYETCS UCIIONb30BaHNMe MOAYIS pip IJISI CO3Ma-
Hus virtualenv B Python 3 1 ycTaHOBKM MOC/IEAHUX BEPCUIL MHCTPYMEHTOB
MO I PXKKU.

MNpumep 7.7. Co3panue virtualenv B Python 3

- name: Create python3 virtualenv
pip:
name:
- pip
- wheel
- setuptools
state: latest
virtualenv: "{{ venv_path }}"
virtualenv_command: /usr/bin/python3 -m venv
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B nipumMmepe 7.8 rokasaHbl iBe 3a7jauM, yCTaHaB/IMBalollue nakeTtsl Python
B 30/IMPOBAaHHOE OKpYKeHMe virtualenv.

Mpumep 7.8. YcTtaHoBka naketoB Python

- name: Copy requirements.txt to home directory
copy:
src: requirements. txt
dest: "{{ reqs_path }}"
mode: '0644'

- name: install packages listed in requirements.txt
pip:
virtualenv: "{{ venv_path }}"
requirements: "{{ reqs_path }}"

Ha mpakTuke B mpoekTax Python mpuHATO mepeunciasTb 3aBUCUMOCTHU
MakeToB B haiiyie c MMeHeM requirements.txt. 1 neiicTBUTEIbHO, PETIO3UTOPUIL
B HaIlleM IIpMMepe ¢ cucTeMoii Mezzanine comepskut aiis requirements.txt.
Ero cogepskumoe pmUBOAUTCS B IpuMepe 7.9.

Mpumep 7.9. requirements.txt
Mezzanine==4.3.1

O6patuTte BHMMaHMe, 4TO B (aiise requirements.txt ykazaHa KOHKpeTHas
Bepcusi maketa Python Mezzanine (4.3.1). B atom ¢aiine oTcyTCTBYIOT IpY-
rue nakeTsl Python, KOTOpble Mbl JOJKHBI YCTAHOBUTD, IIO3TOMY MbI SIBHO
nepeuyncauM ux B daiiie requirements.txt B KaTajore co CLileHapUsIMU, KOTO-
pbIVi 3aTeM CKONIMPyeM Ha XOCT.

Ansible no3BonseT ykasaTb pa3pelieHns ansg Gannos, UCNONMb3y-
€MbIX HECKOMIbKUMU MOZYNSMM, BKKOYAS file, copy M template. Pas-
peLleHns MOXHO 33[laBaTb B CMMBOJIMYECKOM BuAe (Hampumep:
"utrwx' UKW 'u=rw,g=r,o=r"'). [Lng TeX, KTO MMEET OMbIT UCMONb30Ba-
HUS1 /usr/bin/chmod, HAMOMHMM, YTO Ha CaMOM [efle pa3peLlleHus
SBASIOTCS BOCbMEPUYHBIMM YMCIAMK, TOSTOMY, 33,aBasi paspeLlue-
HUS1 B YUCTIOBOM BUE, 0053aTeNbHO A,00aBNSIATE HAYa IbHbIN HOJb,
4yT06b61 YAML-napcep B Ansible noHs, 4TO 3TO BOCbMEPUYHOE YMC-
no (HanmpuMmep, 0644 UK 01777), UK 3aKJTKOYAMTE YMUCIIO B KaBblY-
Ku (Hanpumep, '644' unu '1777'), ytobbl Ansible nonyunna cTpoky,
KOTOpyto MOXHO npeobpasosatb B Uncnio. Ecim nepenatb Ansible
yucno 6e3 cobnoaeHns 0AHOrO U3 3TUX NPaBW, TO OHa MHTepnpe-
TUPYET ero Kak AeCITUYHOE YMC/I0, YTO NPUBEAET K HEOXKMUAAHHBIM
pe3ynbratam. Jlydwen npakTMkon, momMorarlLLen n3bexatb Heoa-
HO3HAYHOCTU, CYMTAETCS SIBHOE ornpeneneHve Habopos paspelue-
HUI ANS KaXAoro Gaina B 0AMHAPHBIX KaBblukax M CO COpoLLeH-
HbIMM CneumanbHbiMK BuUTamm (suid, segid), TakMX Kak '0755".
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Iyt BceX OCTaJbHbBIX 3aBMCUMMOCTEN OYIYT YCTAHOBIEHBI CaMble TTOC/Ie] -
Hlie BEepCUIL.

C opyroii CTOPOHBI, ec/u ObI TOHAA06MIOCH 3a(UKCHUPOBATH BEPCUM BCEX
ITaKeTOB, TO Mbl MOIJI/ ObI OPraHM30BaTh 3TO HECKOJIbKMMU CIIOCOOaMM, Ha-
MpuMep MOKHO CO3/1aTh (aiis requirements.txt ¥ IepeunCINUTb B HEM IaKe-
ThI C TpebyeMbIMM BepcusiMu. [Ipumep Takoro ¢aiiia mIpuBOIUTCS B IIpUMe-
pe 7.10.

MNpumep 7.10. MNpumep daina requirements.txt

beautifulsoup4==4.9.3
bleach==3.3.0
certifi==2021.5.30
chardet==4.0.0
Django==1.11.29
django-appconf==1.0.4
django-compressor==2.4.1
django-contrib-comments==2.0.0
filebrowser-safe==0.5.0
future==0.18.2
grappelli-safe==0.5.2
gunicorn==20.1.0
1dna==2.10
Mezzanine==4.3.1
oauthlib==3.1.1
packaging==21.0
Pillow==8.3.1
pkg-resources==0.0.0
psycopg2==2.9.1
pyparsing==2.4.7
python-memcached==1.59
pytz==2021.1
rcssmin==1.0.6
requests==2.25.1
requests-oauthlib==1.3.0
rijsmin==1.1.0
setproctitle==1.2.2
six==1.16.0
soupsieve==2.2.1
tzlocal==2.1
urllib3==1.26.6
webencodings==0.5.1

Ecmm 6b1 y HAc yKe MMeJIOCh TOTOBOE M30JMPOBAHHOE OKpYKeHMe
virtualenv ¢ ycTaHOBJIEHHBIMM B HEr0 ITaKeTaMM, TO MbI MOIJIM Obl BOCITOJIb-
30BaTbhCSI KOMAH/IOMN pip freeze, YTOOBI BBIBECTH CITMCOK YCTAHOBJIEHHBIX ITa-
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KeToB. Hampumep, ecin oKkpyskeHme virtualenv Haxonutcst B ~/.virtualenvs/
mezzanine_example, To akTUBMPOBATb €TI0 U COXPAHUTD CITMCOK YCTAHOBJIEH-
HBIX TTaKeTOB B (aiin requirements.txt MOKHO GbLIO ObI TaK:

$ source .virtualenvs/mezzanine_example/bin/activate
$ pip freeze > requirements.txt

B mpumepe 7.11 1mokasaHo, Kak MOKHO 3a7aTh MMeHa ITaKeTOB U UX Bep-
CUU B BUJIE CITMCKA CJIOBapeii. B aToM rpumepe MOAYIb pip BHITOTHUT 0OXO
CIIMCKa CJI0Bapeil U C MOMOIIBIO with_items TTOTYYUT OTAEIbHbBIE 3JIEMEHTHI B
Buge item.name 1 item.version.

Mpumep 7.11. OnpeneneHne MMeH NAaKeTOB U UX BEPCUM

- name; Install python packages with pip

pip:
virtualenv: "{{ venv_path }}"
name: "{{ item.name }}"
version: "{{ item.version }}"

with_items:
- {name: mezzanine, version: '4.3.1' }
- {name: gunicorn, version: '20.1.0" }
- {name: setproctitle, version: '1.2.2' }
- {name: psycopg2, version: '2.9.1' }
- {name: django-compressor, version: '2.4.1' }
- {name: python-memcached, version: '1.59' }

O6paTuTe BHMMAaHMEe Ha OJMHAPHbIE KaBBIYKM BOKPYT HOMEPOB BEPCUIi:
OHM TapaHTUPYIOT MHTEPIIPETAIMI0 HOMEPOB Kak JIMTEPaIOB 6e3 OKpyriie-
HMSI B HEKOTOPBIX ITOTPAHUYHBIX CITyJasiX.

Kopomkoe omcmynneHnue: cocmasHbie ap2yMeHmel
3a0ay

Bri3biBasi MOAy/b, eMy MOXKHO IepefaTh apTyMeHT B BUIE CTPOKM (OTIAUYHO
TOOXOOUT JJIs1 0COOBIX cydyaeB). Tak, B ipuMepe 7.11 Mbl MOI/IM ObI TIepe-
JIaTb MOZYJIIO pip CTPOKOBBIV apryMeHT:

- name: Install package with pip
pip: virtualenv={{ venv_path }} name={{ item.name }} version={{ item.version }}

Ecnm BaM He HPaBATCS OJIIMHHBIE CTPOKY, TO CTPOKY aprymeHTa MOXHO
pa3bUTh HAa HECKOJIBKO CTPOK C MIOMOIIIbI0 PYHKLMY CBepTKY CTPOK B YAML:

- name: Install package with pip
pip: >
virtualenv={{ venv_path }}
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name={{ item.name }}
version={{ item.version }}

Ansible moggepskuBaeT elle oaMH CIIOCOO pa30MeHus] KOMaHAbl BbI30Ba
MOMYJISI Ha HECKOJIBKO CTPOK. BMeCTo CTpOKOBOTO apryMeHTa MOKHO Tepe-
IaTh CJI0OBapb, B KOTOPOM KJTIOUM COOTBETCTBYIOT MMEHaM IepeMeHHbIX. To
ecTb rmpuMep 7.11 Mor Obl BBIIIAAETh TAK:

- name: Install package with pip
pip:
virtualenv: "{{ venv_path }}"
name: "{{ item.name }}"
version: "{{ item.version }}"

[Togxonm Ha OCHOBe (JioBapeii Takke OYeHb yJOOHO MCIIONb30BaTh MJISI
BbI30Ba MOZAYJIEN, IPUHUMAIOLINX cocmagHosle apzymermot. COCTaBHOM ap-
TYMEHT — 3TO apryMeHT, BK/IIOUAIOIIMiA CIIMCOK MJIM CJIOBapb. XOPOIIUM ITPU-
MepPOM MOZY/SL C COCTAaBHBIMM apryMeHTaMM MOXET CJIY>KUTb MOIYJb uri,
KOTOPBIN IOChIIaeT BeO-3ampockl. B mpumepe 7.12 mokaszaHo, KaK MOXKHO
BbI3BaTh MOAYJIb, IPMHUMAIOLINI CITMCOK B ITapaMeTpe body.

Mpumep 7.12. BbizoB Moaynsi C COCTaBHbIMM AapryMeHTamMum

- name: Login to a form based webpage
uri:
url: 'https://your.form.based.auth.example.com/login.php'
method: POST
body_format: form-urlencoded
body:
name: your_username
password: 'your_password'
enter: Sign in
status_code: 302
register: login

[lepemaua aprymMeHTOB B BUAE CJIOBapeii BMECTO CTPOK — MIUPOKO
pacIpocTpaHeHHas IPaKTHKa, IO3BOJISAIONIAs M30eXKaThb OLIMOOK C ITpobesta-
MM, KOTOpPbIE MOTYT BO3HMKHYTH IIPU Tlepeade HeoOsI3aTeTbHbIX apryMeH-
TOB, ¥ OHa OUYEeHb XOPOIIIO 3apeKOMeH I0Bajia ce6st Ipu paboTe ¢ cucTeMaMu
yripaBjaeHus BepcusMu. Ho camoe rmaBHOe MPeuMYyIeCcTBO TaKkoil (hopmMbl
3aMuUCu — 3TO UMCThIN cMHTaKcuc YAML, u Bce mapceps! u nuHTepbl YAML
noHuMarot ee. ®opmMa 3anmcy Co 3HaKOM PaBeHCTBA (=) CYUTAETCS YCTapeB-
el 1 HexXelaTeabHOM.

Ectu BbI XOTUTE pa3sbuUTh aprTyMeHThI Ha HECKOJIbKO CTPOK 6e3 repepa-
UM COCTaBHBIX apIYMEHTOB, TO MOKETEe CAMOCTOSITEJIbHO BbIOPATh, B KAKOi1
dbopme 3TO caenaTh. DTO Ie/I0 BKyca. bac 06bIYHO MpeanounTaeT CJIOBapH,
HO B KHUT€ MCITOIb3YIOTCS 00a BapMaHTa.
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Hacmpoiika 6a3bl 0aHHbIX

Korma cpema Django meiicTByeT B peskume pa3paboTKu, TO B KauecTBe 6a3bl
TaHHBIX OHa Mcnoib3yeT SQLite. B 3ToM ciyyae aBTOMaTHYeCKM CO3/IA€TCS
(daiin 6a3bl JAHHBIX, €C/IV TAKOBOT'O HE CYIIECTBYET.

YT0oO6bI 3a7€/ICTBOBATH CUCTEMY yITpaBIeHMs 6a3aMM JaHHBIX, TAKYIO KaK
Postgres, cHavaia HY>KHO CO31aTh YUETHYIO 3alUCh IM0JIb30BaTeIs, BjlaJle-
foniero 6a30if JaHHBIX, a 3aTeM caMy 6a3y JaHHBIX BHYTpU Postgres. UyTh
MO33e Mbl HAaCTpouM Mezzanine, MCITO/b3Ys JaHHbIE 3TOTO MOb30BaTEJS.

Ansible rocraisieTcst ¢ MOIY/SIMU postgresql_user U postgresql_db [IJIsT CO3-
IaHMST YYETHBIX 3amyceil Tojb3oBaTeneit 1 6a3 JMaHHbIX BHYTpu Postgres.
B npumepe 7.13 moka3aHO, Kak MOAb30BATHCS ITUMM MOIY/ISIMMU B CIIEHAPUSIX.

ITpu co3manuyu 6a3bl JaHHBIX Mbl HACTPaMBaeM pervoHaIbHbIe HaCTPOii-
KU lc_ctype U lc_collate. A YTOOBI rapaHTUPOBATh YCTAHOBKY PEIMOHATbHBIX
HaCTPOEK B CUCTEME, MBI MCIIOJIb3yeM MOZYJIb locale_gen.

Mpumep 7.13. Co3pgaHme 6asbl AaHHbIX M NONb30BaTeNs 6a3bl AaHHbIX

- name: Create project locale
become: true
locale_gen:
name: "{{ locale }}"

- name: Create a DB user
become: true
become_user: postgres
postgresql_user:
name: "{{ database_user }}"
password: "{{ db_pass }}"

- name: Create the database

become: true

become_user: postgres

postgresql_db:
name: "{{ database_name }}"
owner: "{{ database_user }}"
encoding: UTF8
lc_ctype: "{{ locale }}"
lc_collate: "{{ locale }}"
template: template0

O6paTI/ITe BHYMAaHVe Ha BbIPaKeHUS become: true M become_user: postgres
B IBYX MociaeqHux 3amavax. Korma BBITIOMHSIETCS yCcTaHOBKa Postgres B
Ubuntu, B ee mpoliecce co3AaeTcs M0Ib30BaTeNb C MMEHEM postgres, 061aa-
0LV TPUBWIETUSIMU aAMUHUCTPATOPA IJIST BAHHOM YCTaHOBKU. OTMEThTE
TaKke, YTO [0 YMOTYAHUIO TIOJIb30BATENb rOOt He 00/1alaeT MPUBWIETUSIMU
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agMuHucTpaTopa B Postgres. ITo 9Toii mpuuMHe B ClleHApUM HEOOXOAMMO
BBITIOTHUTH KOMaHAY become /IS TTOTb30BaTe st Postgres, YTOObI BBITIOTHSITh
aIMMHMUCTPATUBHbIE 3aJauiM, TaKue KaK CO3[aHue IoJb30BaTesieii u 6a3
IIAHHDIX.

ITpu co3manuy 6a3bl JaHHBIX MbI yCcTaHaBAMBaeM KoaupoBky (UTF8) u
orpezensieM perMoHaabHble HACTPOKM (LC_CTYPE, LC_COLLATE) m1j1st 6a3bl JaH-
HbIX. [IOCKOJIBKY B CLieHapUU OIIPEIEISIOTCS perMOHa/IbHbIe HACTPOMKU, Mbl
VICITOTb30BaJIV IIA0IOH templated'.

Co3daHue ¢aiina local_settings.py u3 wabsoHa

Bce HacTpoiiku nmpoekTa Django Ao/IKHBI HAXOAUTHCSI B Qaiiie settings.py.
Mezzanine, cjieyst 061eMy ITpaBuiy, pa3duBaeT UX Ha JBe IPYIIIIbI:

e HACTPOJKM, OAMHAKOBBIE 151 BCeX YCTAHOBOK (Settings.py);
e HACTPOJKM, pa3Hble AJIs1 pa3HbIX YCTAaHOBOK (local_settings.py).

MbI oITpe e HaCTPOIKM, OBIIIVE 1J1S1 BCEX YCTAHOBOK, B daiisie settings.
py B penio3utopuu mpoexta (https://oreil.ly/HtoNP).

@aiin settings.py comepskuT Kop, Ha Python, KoTopslit 3arpyxkaet ¢aiin
local_settings.py c HaCTpoOiiKaMM, 3aBUCSIIIMMM OT yCTaHOBKM. Daiin .gitignore
HaCTPOEH TakK, YTOObI UTHOPUPOBATH local settings.py, TTIOTOMY UTO paspa-
OO0TUYMKM YaCTO CO3[AI0T CBOM BEpCUM 3TOro ¢aiiyia ¢ HaCTpoKaMM IJIsl UX
OKpY>KeHMUi1 pa3paboTKu.

Ham Toxke HY>XHO co3nath ¢aiin local settings.py v BBITPY3UTb €ro Ha yjia-
JIEHHBIN X0CT. B mpuMepe 7.14 nmpuBoauTcst mabioH Jinja2, KOTOPbI Mbl UC-
MOJIb3y€eM.

MNpumep 7.14. local_settings.py.j2

# 3TV HACTPONKN YHUKANbHbIE W HUAKOMY He JOMXHbl NMepefaBaTbCs.

SECRET_KEY = "{{ secret_key }}"

NEVERCACHE_KEY = "{{ nevercache_key }}"

ALLOWED_HOSTS = [{% for domain in domains %}"{{ domain }}",{% endfor %}]

DATABASES = {
"default": {
# MoxeT 3aBepuwaTtbC Ha "postgresql_psycopg2", "mysql", "sqlite3" wm
"oracle".
"ENGINE": "django.db.backends.postgresql_psycopg2",
# Wwa B wam nyTb K danny Bf, ecim mcnonbayetca sqlite3.
"NAME": "{{ proj_name }}",
# He ucnonbayetca ¢ sqlite3.
"USER": "{{ proj_name }}",

3a 6omee moapo6HOIt MHDOpMalMeit o MabsoHax 6a3 AaHHBIX 06pallaiTech K AOKYMEHTaLUU
Postgres (https://oreil.ly/Ghje)).


https://oreil.ly/HtoNP
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# He ucnonbayetca ¢ sqlite3.
"PASSWORD": "{{ db_pass }}",

# [lnA N0KanbHOro XOCTa MOXHO YKas3aTb MyCTyK CTPOKY. He ucnosb3yerca ¢ sqlite3.
"HOST": "127.0.0.1",

# MycTas CTpOKa COOTBETCTBYET MOPTY MO YMOAYaHWi. He ucnosbayetca c sqlite3.

"PORT": "",
}
}
CACHE_MIDDLEWARE_KEY_PREFIX = "{{ proj_name }}"
CACHES = {
"default": {
"BACKEND": "django.core.cache.backends.memcached.MemcachedCache",
"LOCATION": "127.0.0.1:11211",
}
}

SESSION_ENGINE = "django.contrib.sessions.backends.cache"

BonbIasi yacTh 3TOro 1mabaoHa MpocTa U MoHsITHA. OH UCIOMb3yeT CUH-
Takcuc {{ variable }} IJIsT BCTAaBKM 3HAUEHMI [TepeMeHHbIX, TAKMX KaK secret_
key, nevercache_key, proj_name U db_pass. E@MHCTBeHHAs1 HeOUeBMUIHAS Belllb —
9TO CTPOKa, IIpUBeIeHHas B mpumepe 7.15:

Mpumep 7.15. Ncnonb3soBaHue umkna for B wabnowe Jinja2
ALLOWED_HOSTS = [{% for domain in domains %}"{{ domain }}",{% endfor %}]

Ectu BepHYTBCS K OTpeie/IeHNI0 TIepeMeHHO, TO MOXXHO YBUIETh, UTO
repeMeHHas domains OIpefeeHa Tak:

domains:
- 192.168.33.10.nip.10
- www.192.168.33.10.nip. 10

Cucrema Mezzanine OymeT OTBeYaTb mMOJILKO Ha 3aIlpoChl K CepBe-
pam, TepeunciieHHbIM B CIIMCKe B TepeMeHHOi domains, B HallleM CITy-
yae http://192.168.33.10.nip.io n http://www.192.168.33.10.nip.io. Ecnu B
Mezzanine TOCTYIIUT 3aIpocC K APYroMy XOCTY, CaliT BepHeT ommnoKy «Bad
Request (400)».

HaMm HYXHO, UTOOBI 9Ta CTPOKA B CTeHEPMPOBAHHOM dhailyie BbIIISIAEa
Tak:

ALLOWED_HOSTS = ["192.168.33.10.nip.10", "www.192.168.33.10.nip.10"]

IIJIs1 5TOTO MOXKHO MCITOIb30BaTh LMK for, Kak rmokasaHo B ripumepe 7.15.
Ho obpaturte BHMMaHMe, YTO pe3y/iIbTaT MOTYYaeTCs] HE COBCEM TOT, KOTO-

pOro Mbl ,E[O6I/IB8.€MCH, — [oJIydarumasacsa CTPpOKa COAEPXKUT 3aBE€PIIAIOITYIO
3alIATYIO:
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ALLOWED_HOSTS = ["192.168.33.10.nip.10", "www.192.168.33.10.nip.10",]

Onnako Python BmosHe ycTpauBaeT HajquuuMe 3aBepliaolieii 3amsiToit B
CITICKe, VI Mbl MOKEM OCTaBUTb BCe KaK €CThb.

PaccMoTpuM cMHTaKCHC 1IMKia for B Jinja2. YTo6b1 66110 yO0OHEE, pa3o-
6beM ero Ha HeCKOJIBKO CTPOK:

ALLOWED_HOSTS = [
{% for domain in domains %}

"{{ domain }}",
{% endfor %}

Yro Takoe nip.io?

BeposiTHO, Bbl 3aMETU/M, YTO UCMO/b3yEMbIE LOMEHHbIE UMEHA BbIFNAAST He-
MHOrO CTpaHHO: 192.168.35.10.nip.io v www.192.168.33.10.nip.io. OHM BKNtOYA-
toT Takxke IP-agpeca.

Mepexons Ha caiT, Bbl NPAaKTUYECKM BCEraa BBOAUTE B afpeCHY0 CTPOKY bpa-
y3epa AOMeHHoe uMs, Hanpumep http.//www.ansiblebook.com, BmecTo ero |P-
appeca http//151.101.192.133. Korpa Mbl CO343eM CLEHapuii pa3BepTbiBaHUA
Mezzanine B Vagrant, To LO/KHbI HACTPOUTb AOCTYMHbIE UMEHA AU AOMEHHbIEe
UMeHa.

Mpobnema 3aknwoyaeTcs B ToM, 4To y Hac HeT DNS-3anucu, otobpaxa-
fowen MMa BUMPTyanbHOM MawuHbl Vagrant B |IP-agpec (B HaweMm cnydyae
192.168.33.10). HO HMYTO He MeluaeT HaMm co3gatb DNS-3anmce. Hanpumep,
MOXHO co3aatb DNS-3anuce mezzanine-internal.ansiblebook.com, yka3sbiBato-
wyto Ha 192.168.33.10.

OpHako, 4Tobbl co3matb DNS-uMms, KoTopoe paspeluaeTcs B onpenesieH-
HbIM IP-agpec, MOXHO BOCMONb30BaTbCA YA0OHOM cnyxboi nip.io. OHa npe-
[ocTaBnsieTcs 6ecnnatHo, M HaM He NpMAETCs C03[aBaTb COOCTBEHHbIX
DNS-3anuceit. Ecin AAA.BBB.CCC.DDD - 31o IP-apgpec, Ttoroga AAA.BBB.CCC.
DDD.nip.io = 310 DNS-3anuch, pazpewatowascsa B agpec AAA.BBB.CCC.DDD.
Hanpumep, 192.168.33.10.nip.io pa3peluaetca B 192.168.33.10. Kpome TOrO,
www.192.168.33.10.nip.io Toxe pa3pewaetcs B 192.168.33.10.

MHe KaXeTcs, YTo Nip.io — O4YeHb YA0OHbIA MHCTPYMEHT AN pa3BepTbiBAHUS
Beb-NpunoxeHuit ¢ 3akpbiTbiMu IP-anpecamu ¢ uenbto TectupoBanus. C apy-
roi CTOPOHbI, Bbl MOXETE NpOCTO A006aBUTL 3anucu B dain /etc/hosts Ha no-
KasbHOM MawwuHe. OTOT npueM byneT paboTaTth faxe B OTCYTCTBUE MOAKIOYe-
HUS K UHTEPHETY.

CreHepupOBaHHbBIN KOHGUTYpPALIMOHHBIV (aiis, Bce elle KOPPEKTHBINA C
TOUKM 3peHust Python, 6yzeT BbITVISIIETh, KaK TOKa3aHO HILKe:

ALLOWED_HOSTS = [
"192.168.33.10.nip.10",
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"www.192.168.33.10.nip.10",
]

O6paTtuTe BHMMaHMe, YTO IUKII for TOJDKEH 3aBEPIIATHCSI BhIpasKEHMEM
{% endfor %}. Takke OTMeTbTE, YTO UMHCTPYKLUMU for U endfor 3aKTIOYEHBI B
omepaTtopHble CKOOKM {% %}. OHM OTIMYAIOTCSI OT CKOOOK {{ }}, KOTOpPbIE MbI
VICITIOJIb3yeM [JISI IIOACTaHOBKY II€peMeHHbIX.

Bce nepemeHnHble U (aKThl, 3aJlaHHbIe B ClieHApUM, JOCTYIIHbI BHYTPU
ma6soHa Jinja2, T. e. HET HEOOXOIMMOCTHU SIBHO TepeaBaTh epeMeHHbIe
B I1a6JT0H.

BbinonHeHue koMaHO django-manage

[Mpunoxkenus Django MCIOIb3YIOT 0COObIN clieHapuii manage.py (https://oreil.
ly/BrUy8) 111 BBITIOJTHEHMS CJIEAYIOMINX aAMUHUCTPATUBHbBIX AEeICTBUIA:

e CO3maHMs TA6INIL B 6a3e JaHHbIX;

* BBITIOJTHEHUSI MUTpaLuit 6a3 TaHHBIX;

e 3arpy3ku Haya/JbHBIX JAHHBIX B 6a3y u3 daiina;

e 3aIMCU JaHHBIX 13 6a3bl B Gailr,

e KOTNMPOBAHMS CTATMUECKMUX JAHHBIX B COOTBETCTBYIOILIMIA KaTaJIOT.

B 1momosiHeHMe K BCTPOEHHBIM KOMaHIaM, KOTOpble IIOJIep>KiBa-
eT manage.py, npuiaoxenusi Django Moryt mo06aBisSTb CBOM KOMAaHJbI.
Mezzanine, HaripuMep, 100ABJISIET CBOIO KOMaH/IY createdb, KOTOpast UCITO/Ib-
3yeTcst AJ1s1 IpuBeaeHyst 6a3bl JAHHBIX B MICXOIHOE COCTOSTHME M KOITMPOBa-
HMSI CTATUYECKUX PECYPCOB B HajuIexkalnee Mmecto. OduianabHble ClleHapumn
Fabric moggepknBaoT aHAJTOTUYHBIE Te/CTBUS :

$ manage.py createdb --noinput --nodata

B coctaB Ansible BXoguT Momyib django_manage, KOTOPBIN 3aITyCKaeT KOMaH-
IIbI manage.py. MbI MOYKEM MCIIOJIb30BATh €T0 TaK:

- name: Initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

K coskaieH110, KOMaH/Ia createdb, KOTOPYIO Mo6aBsseT Mezzanine, He SIBJISI-
eTCs UIeMITOTeHTHOJ. [Ipy TOBTOPHOM 3aITyCKe OHAa 3aBePIINUTCS OLIMOKOIA:

TASK [initialize the database] kkkkkkkkkkhhkhkkhhkhkkhkkhkkhkkhkkhkkhkkkhkkk

fatal: [web]: FAILED! => {"changed": false, "cmd": "./manage.py createdb --
noinput --nodata", "msg": "\n:stderr: CommandError: Database already create
d, you probably want the migrate command\n", "path": "/home/vagrant/.virtua
lenvs/mezzanine_example/bin: /usr/local/sbin:/usr/local/bin: /usr/sbin: /usr/b
in:/sbin:/bin:/usr/games: /usr/local/games: /snap/bin", "syspath": ["/tmp/ans
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ible_django_manage_payload_4xfy5e7i/ansible_django_manage_payload.zip", "/u
sr/lib/python38.zip", "/usr/lib/python3.8", "/usr/1ib/python3.8/1ib-dynload
", "[usr/local/lib/python3.8/dist-packages", "/usr/lib/python3/dist-package
su]}

K cuactpio, KOMaHAa createdb SKBUBAJIEHTHA ABYM UAEMIIOTEHTHBIM
BCTPOEHHBIM KOMaHZIaM M3 manage.py.

migrate
Co3pmaeT v 0GHOBJISIET TaGMNITBI 6a3bl JAHHBIX /1T Mojeseir Django.

collectstatic
Komnupyert craTuueckue pecypchbl B Hajjieskalye KaTaJloTu.

I/ICI'IOJHJ3YSI 9TV KOMaH/bI, MOKHO p€a/IiM30BaATb MAEMIIOTEHTHYIO 3a1a4y:

- name: Apply migrations to create the database, collect static content
django_manage:
command: "{{ item }}"

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

Loop:
- syncdb
- collectstatic

3anyck ceoux cyeHapues Ha Python e KoHmekcme
npunoyeHus

i1 MHALIMAAM3aLyuiy Halllero MpuIosKeHus Heo6X0oMMO BHECTH IBa M3Me-
HeHMsI B 0a3y JaHHbIX:

1) co3maTbh 00beKT Mogenu Site (https://oreil.ly/C0d8x), comepsKaIyii JOMEH-
HOe UM cariTa (B HaleM ciyvyae 192.168.33.10.nip.io);

2) 3a4aTb M4 I10JIb30BaTeJIA C IIpaBaMM aAMMHMUCTPpATOPAa U I1apOJIb.

HecMoOTpst Ha TO 4TO BCe 3TO MOXXHO CAEJIaTh C MTOMOIIBI NPOCThiX SQL-
KOMaH/I, 00bIYHO 3TO JesaeTcs 13 Koga Ha Python. iMeHHO Tak peniaioT 3Ty
3amauy ciieHapuu Fabric B Mezzanine, 1 MbI TOKe TIOJIEM 3TUM ITYyTEM.

3mech ecTh ABa MOABOAHBIX KaMHsI. CiieHapuy Ha Python moyKHbI 3amyc-
KaTbCsl B KOHTEKCTe CO3JaHHOTO M30JMPOBAHHOIO OKPYKEHMUSI, U OKpYKe-
Hue Python g0/I5kHO 6BITH HACTPOEHO TaK, UTOOBI CIIeHAPUI MMITOPTUPOBAJ
daiin settings.py 13 KaTaiora ~/mezzanine/mezzanine_example/mezzanine_
example.

Korma HaMm TpeOyeTcst BHIMMOIHUTD CBOV Koa Ha Python, Mbl 0OBIUHO TTH-
meM cBoii Momy/b Ajist Ansible. OmHako, HACKOJIBKO HaM M3BeCTHO, Ansible
He TT03BOJISIET 3aITyCKaTh MOAY/IM B KOHTeKCTe virtualenv. [ToaTomy naHHbIi
BapMaHT UCKIIIOYAETCs.


https://oreil.ly/COd8x
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BMecTo 3TOro MbI CIIOJIb3yeM MOAY/b script. OH KOMMPYeTCs TOBepX He-
CTaHJAPTHOTO CIIeHApMS U BBIMOJIHSIET ero. S Hammcas IBa ClieHapus: OOuH
IJIs1 co3maHus 3amucy Site, a Ipyroit AJisk CO3JaHMs YYETHON 3aIMCH TI0JTb-
30BaTejIsl C IpaBaMy aJMUHUCTPATOPA.

Momyitio script MOXKHO TIepeaBaTh apryMeHTbl KOMaHIHOV CTPOKM M aHa-
JIM3MPOBATD MX. HO MBI pelniv repefaBaTh apryMeHThl Uepes repeMeHHbIe
OKpy>keHMs. HaM He X0Tesioch nmepeaBaTh Mapojiyu yepe3 KOMaH/IyI0 CTPOKY
(MX MOYXKHO YBUJIETh B CITMCKE ITPOLI€CCOB, KOTOPbIi BEIBOAMUT KOMaH/a ps), a
KpOMe TOrO, IIepeMeHHbIe OKPYKeHMS Jierue MpoaHaIn3MpoBaTh B ClieHa-
PUSIX, UeM apryMeHTbl KOMaHIHOI CTPOKMA.

Ansible no3sonser YCTaHABNMBATb MEPEMEHHbIE OKPY>XXEHNA MOo-
CpencTBOM BblpaXEHUA environment, KOTOPOE NPUHUMAET C/I0OBApPb
C UMEHAMMU N 3HAYEHUNAMU NEPEMEHHDIX. Bblpa)KGHMG environment
MOXHO [06aBUTb B J'H06y}0 3adady, ec/in 3TO He script.

Ijs 3amycka clieHapueB B KOHTEKCTe WM30JMPOBAHHOTO OKPYKEeHUS
virtualenv Taxke He06XOAVMO YCTAHOBUTDb IePEeMEHHYIO path, UTOOBI Iep-
BbIii HaliJIeHHbI/l BBITIOJHSIEMbBIV clieHapuit Ha Python okasasncsi BHYTpu
virtualenv. B mpumepe 7.16 rokasaH rpumep 3arrycka JIByX ClleHapyueB.

Mpumep 7.16. Ncnonb3oBaHue Moayna script Ang 3anycka koga Ha Python

- name: Set the site id
script: scripts/setsite.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
WEBSITE_DOMAIN: "{{ Uve_hostname }}"

- name: Set the admin password
script: scripts/setadmin.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
ADMIN_PASSWORD: "{{ admin_pass }}"

CamMu clieHapuu MpUBOIOATCS B mpuMepax 7.17 u 7.18. Bel HaligeTe ux B
Karajsore scripts.

Mpumep 7.17. scripts/setsite.py

#!/usr/bin/env python3
""" CleHapuit HACTpPaMBaeT AOMEH CaifTa
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# MpeanonaraeTcs Haauune TPeX nepeMeHHbIX OKPYXeHMA

#

# PROJECT DIR: KOpHeBOW KaTanor npoekTa

# PROJECT_APP: uma npoekTa NMpUAOXEHMS

# WEBSITE_DOMAIN: pomeH caiTa (Hanpumep, www.example.com)
import os

import sys

# N06aBuTb MyTb K KATanory npoekTa B NepeMeHHylw okpyxenua PATH
proj_dir = os.path.expanduser(os.environ['PROJECT_DIR'])
sys.path.append(proj_dir)

proj_app = os.environ['PROJECT APP']

os.environ[ 'DJANGO_SETTINGS_MODULE'] = proj_app + '.settings'
import django

django.setup()

from django.conf import settings

from django.contrib.sites.models import Site

domain = os.environ[ 'WEBSITE_DOMAIN']
Site.objects.filter(id=settings.SITE_ID).update(domain=domain)
Site.objects.get_or_create(domain=domain)

Mpumep 7.18. scripts/setadmin.py

#!/usr/bin/env python3

""" CleHapuit HACTpaMBAeT YYETHYKW 3anuCb aAMMHUCTPATOpa
# MpeanonaraeTcs HanMume TPeX MEpEeMEHHbIX OKPYXEHWS

#

# PROJECT_DIR: katanor npoekta (Hanpumep, ~/projname)
# PROJECT_APP: Wms npoekTa MpUAOXeHMS

# ADMIN_PASSWORD: naponb afMMHMCTPaTOpa

import os

import sys

# n06aBMTb MyTb K KAaTanory NpoekTa B MepemMeHHyl OKpyxenuss PATH
proj_dir = os.path.expanduser(os.environ['PROJECT_DIR'])
sys.path.append(proj_dir)

proj_app = os.environ['PROJECT_APP']

os.environ[ 'DJANGO_SETTINGS_MODULE'] = proj_app + '.settings'
import django

django.setup()

from django.contrib.auth import get_user_model

User = get_user_model()

u, _ = User.objects.get_or_create(username="adnin")
u.is_staff = u.is_superuser = True
u.set_password(os.environ['ADMIN_PASSWORD'])

u.save()
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Mepen MMMOPTOM django HEOGXOAMMO YCTAHOBUTbL NEPEMEHHYHO
OKPY>KEHMSI DIANGO_SETTINGS_MODULE.

Hactpoiika KoHdUrypaumoHHbix ¢aiinos cnyxo6

Ianee HacTpouM KOHGUTYpaIMOHHBIN daiin st Gunicorn (cepBepa mpu-
noxkennit), NGINX (BeG-cepBepa) u Supervisor (mucreTrdep IIpPOLIECCOB),
KaK 1mokasaHo B mpumepe 7.19. lllabmoH KoHGUTYpaMoOHHOTrO daiiia mjs
Gunicorn mmokasaH B npumepe 7.21, a mab;10H KoHGUTYypauMoHHOTO (aiina
It Supervisor — B mpumepe 7.22.

Mpumep 7.19. HacTtpoiika KoHUIypaunoHHbIX dhannos

- name: Set the gunicorn config file
template:
src: templates/gunicorn.conf.py.j2
dest: "{{ proj_path }}/gunicorn.conf.py"
mode: '0750'

- name: Set the supervisor config file
become: true
template:
src: templates/supervisor.conf.j2
dest: /etc/supervisor/conf.d/mezzanine.conf
mode: '0640'
notify: Restart supervisor

- name: Set the nginx config file
become: true
template:
src: templates/nginx.conf.j2
dest: /etc/nginx/sites-available/mezzanine.conf
mode: '0640'
notify: Restart nginx

Bo Bcex Tpex ciayuyasix KOHOUTypauyoOHHBbIe (Gaiiabl TeHEepUPYIOTCS U3
ma6yoHoB. ITpomeccer Supervisor 1 NGINX 3aImycKaioTcst ¢ TPUBUIETUSIMU
T0JIb30BaTes rO0t (XOTSI OHM TYT JKe M IMOHMKAIOT CBOM MPUBWIIETUM), T10-
3TOMY HY>KHO BBITIOJTHUTb KOMaH[y become, YTOOBI MOYYUTh ITPABO JOCTYIIA
K KOH(UTYpaIMOHHbIM aiiiaM.

Ecmi koHburypaumoHHbIi daiin Supervisor usmeHuTcst, To Ansible 3amyc-
TUT 00PabOTUMK restart supervisor. ECJIM M3MeHMTCS KOH(PUTYpPAIMOHHBIN
daiin NGINX, To Ansible 3amycTuT 06pabOTUMK restart nginx, KaK [TOKa3aHO
B mpumepe 7.20.
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MNpumep 7.20. O6paboTumkm
handlers:

- name: Restart supervisor
become: true
supervisorctl:
name: "{{ gunicorn_procname }}"
state: restarted

- name: Restart nginx
become: true
service:

name: nginx
state: restarted

Gunicorn uMeeT KOHGUTrYpalMOHHBIN ¢aiin Ha s13biKe Python; B HeM Mbl
repefaeM 3HaY€HMSI HEKOTOPBIX I€peMeHHbIX.

Mpumep 7.21. templates/gunicorn.conf.py.j2

from multiprocessing import cpu_count

bind = "unix:{{ proj_path }}/gunicorn.sock"

workers = cpu_count() * 2 + 1

errorlog = "/home/{{ user }}/logs/{{ proj_name }} error.log"
loglevel = "error"

proc_name = "{{ proj_name }}"

KondwurypauyoHHbiit daiia Supervisor Toske MPOCTO OIpenesieT Iepe-
MeHHbIe.

Mpumep 7.22. templates/supervisor.conf.j2

[program:{{ gunicorn_procname }}]

command={{ venv_path }}/bin/gunicorn -c gunicorn.conf.py -p gunicorn.pid \
{{ proj_app }}.wsgi:application

directory={{ proj_path }}

user={{ user }}

autostart=true

stdout_logfile = /home/{{ user }}/logs/{{ proj_name }} supervisor

autorestart=true

redirect_stderr=true

environment=LANG="{{ locale }}",LC_ALL="{{ locale }}",LC_LANG="{{ locale }}"

B mpumepe 7.23 mpuBOOUTCS €IVMHCTBEHHBIN IIa0J0H, B KOTOPOM MC-
MOJIb3YeTCSI NOTMOJHUTENbHAS JIOTUKA (KPOME TIOACTAaHOBKYM MepPEMEHHBbIX).
OH OCHOBaH Ha JIOTHKE BBITIOJTHEHUS 10 YCJIOBUIO — €C/IM TIepeMeHHas tls_
enabled MMeeT 3HAUEHME true, TO BKIIOUaeTcs moaaepskka TLS. B mabione B
pa3HbIX MeCTax MOXXHO YBUIETb ONEePaTOPHI if:
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{% if tls_enabled %}

{% endif %}
B HeM Takske ucnonab3yeTcs Jinja2-GuabTp join:
server_name {{ domains|join(", ") }};

OTOT hparMeHT KO OKMUIAeT, YTO riepeMeHHast domains COIEPIKUT CIIMCOK.
OH creHepupyeT CTPOKY C 37ieMeHTaMu 13 domains, TIePeUNCINB UX Uyepes 3a-
NSITyl0. B HalieM ciryyae CIMCOK domains OTIpe/iesieH Tak:

domains:
- 192.168.33.10.nip. 10
- wWww,192.168.33.10.nip.10

[Tocsie mpuMeHeHMs MIabI0Ha TOTyyaeM caedyloniee:
server_name 192.168.33.10.nip.10, www.192.168.33.10.nip.10;

Mpumep 7.23. templates/nginx.conf,j2

upstream {{ proj_name }} {
server unix:{{ proj_path }}/qunicorn.sock fail timeout=0;
}

server {
listen 80;
{% if tls_enabled %}
listen 443 ssl;
{% endif %}
server_name {{ domains|join(", ") 1}};
server_tokens off;
client_max_body size 10M;
keepalive_timeout  15;
{% if tls_enabled %}
ssl _certificate conf/{{ proj_name }}.crt;
ssl_certificate_key conf/{{ proj_name }}.key;
ssl_session_tickets off;
ssl_session_cache  shared:SSL:16m;
ssl_session_timeout 16m;
ssl_protocols TLSv1.3;
ss1 _ciphers EECDH+AESGCM:EDH+AESGCM;
ssl_prefer_server_ciphers on;
{% endif %}
location / {

proxy_redirect of f;

proxy_set_header  Host $host;

proxy_set_header  X-Real-IP $remote_addr;
proxy_set_header  X-Forwarded-For Sproxy_add_x_forwarded for;

proxy_set_header  X-Forwarded-Protocol  $scheme;
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proxy_pass http://{{ proj_name }};
}
location /static/ {

root {{ proj_path }};

access_log of f;

log_not_found  off;

location /robots.txt {

root {{ proj_path }}/static;
access_log of f;
log_not_found  off;

}

location /favicon.ico {
root {{ proj_path }}/static/ing;
access_log of f;
log_not_found  off;

}

}

Bbl MOkeTe cO37aBaTh MIAOJOHBI CO CTPYKTypaMM yIIpaBIeHMs, TAKUMU
Kak IIMKIIBI for ¥ YCIOBHBIE MHCTPYKIIUHU if/else. Kpome TOTO, Jinja2 mopgaep-
SKMBaeT MHOXKECTBO (DYHKLMI IJisI TpeoOpa3oBaHMsl JaHHBIX U3 ITepeMeH-
HbIX, (GAaKTOB ¥ PeecTpoB B KOHGUTYpaIMOHHbIE (Daiisbl.

Akmueauyus koHguzypauuu NGINX

I[To cornmamenusiM, mpuHSTHIM B Ubuntu s KoHGUTYpaIMOHHBIX (GailioB
NGINX, oHM TO/DKHBI TIOMEIAThCS B KATAJOT /etc/nginx/sites-available v ak-
TUBMPOBATHCSI CMMBOJIMYECKOI CChIJIKOV B KaTasore /etc/nginx/sites-enabled.
(B cucremax Red Hat — B kartasore /etc/nginx/conf.d.)

Cuenapuu Fabric gist Mezzanine mmpocTo KOMMPYIOT KOHGUTYPAIIMIOHHbI
(daiin HemocpeacTBeHHO B sites-enabled. Ho Mbl OTKIOHMMCSI OT CIToco6a,
MpUHSITOro B Mezzanine, 1 MCIIOAb3yeM MOIY/Ib file IJIS1 CO3MAHMUSI CMMBO-
JIMYEeCKOi cChUTKY (Tipumep 7.24). Takske Mbl yoaauM KOHOUTYPAIIMOHHBIN
daiin, koropsiii maker NGINX cosnmaet B /etc/nginx/sites-enabled/default.

Mpumep 7.24. Aktneaums koHdurypaumm NGINX

- name: Remove the default nginx config file
become: true
file:
path: /etc/nginx/sites-enabled/default
state: absent
notify: Restart nginx

- name: Set the nginx config file
become: true
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template:
src: templates/nginx.conf.j2
dest: /etc/nginx/sites-available/mezzanine.conf
mode: '0640'

notify: Restart nginx

- name: Enable the nginx config file

become: true

file:
src: [etc/nginx/sites-available/mezzanine.conf
dest: /etc/nginx/sites-enabled/mezzanine.conf
state: link
mode: '0777'

notify: Restart nginx

Kak mokasaHo B mpumMepe 7.24, Mbl UCITOJIb30BaII MOAYIb file, UTOOBI CO-
30aTh CMMBOJIMYECKYIO CChUIKY U YAQJIUTb KOHOUTYpalMOHHBIN (aiii 1o
YMOTYaHUIO. DTOT MOAY/Ib YI0OHO UCIIOIb30BaTh JIJISl CO3AHMS KaTalOTOB,
CMMBOJIMUECKMX CChIIOK U MYCThIX DaiiioB; yaaneHus Gaiiios, KaTaJoroB U
CMMBOJIMUECKMX CChIJIOK; a TaKXKe JIJIs HACTPOVKM TaKMUX CBOWCTB, KaK pa3-
pellleHus U BlageHue.

Yemanoeka cepmugukamoe TLS

B HalieMm ciieHapuu orpezesnsieTcs nepemMmeHHas tls_enabled. Eivt oHa mosmy-
yaeT 3HAUEHMe true, TO CIleHapuit ycTaHOBUT cepTudukaTtsl TLS. B Hamem
rpuMepe Mbl UCIIO/Ib3yeM CaMOIOAIMCAHHBIV cepTUdUKAT, IO3TOMY Clie-
Hapuit co3macT cepTuduKaT, ecI OH He CYIIeCTBYeT. B IIPOMBIIIIEHHOM
OKpYKeHMM HeoOXOAMMO CKOIMPOBATh CyllecTByoouuii ceprudukar TLS,
KOTOPBI BbI ITOJYYWIIM OT LIEHTPA cepTUdUKaLINN.

B mpumepe 7.25 mpencTaBieHbl ABe 3a7aui, KOTOPbie BOBIEUYEHBI B IIPO-
1ecc HacTpoiiku ceptudukaToB TLS. Momyib file MCIIOMB3yeTCSI, UTOOBI TTPU
HeoOXOIMMOCTH CO3HATh KaTayor ajs ceptudukatos TLS.

Mpumep 7.25. YctaHoBka ceptudukaTos TLS

- name: Ensure config path exists
become: true
file:
path: "{{ conf_path }}"
state: directory
mode: '0755'

- name: Create tls certificates
become: true
command: >
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openssl req -new -x509 -nodes -out {{ proj_name }}.crt

-keyout {{ proj_name }}.key -subj '/CN={{ domains[0] }}' -days 365
args:

chdir: "{{ conf_path }}"

creates: "{{ conf_path }}/{{ proj_name }}.crt"
when: tls_enabled
notify: Restart nginx

O6paTI/ITe BHVMaHHIe, 4YTO obe 3agauy Coaep>XaT BbIpa’KeHle:

when: tls_enabled

Eciu tls_enabled MMeeT 3HaUeHMe false, TO Ansible mpomycTut 3amauy.

B Ansible HeT momysneit st cosmanust ceptudukatoB TLS, mosTomy mpu-
XOAUTCSI UCTIOIb30BaTh MOIY/Ib command ¥ C €r0 TIOMOIIbIO 3aITyCKaTh KOMaH-
IbI openssl JIJISI CO3AaHMST CAMOTIOAIMCAHHOTO cepTudukaTa. I[IocKonbKy KO-
MaH[a OYeHb AJIMHHAS, MbI UCIONIb3yeM YAML-CMHTaKCUC CBEPTKU CTPOK C
CMMBOJIOM «>», YTOOBI pa30UTh KOMaHAy Ha HECKOIbKO CTPOK.

[TapameTp chdir M3MeHseT KaTaJor nepex, 3aIryCKoM KomMaH ibl. [lTapameTp
creates obecrieunBaeT MAEMIIOTEHTHOCTD: Ansible cHauasa mpoBepuT HaIN-
yne aitna {{ conf_path }}/{{ proj_name }}.crt Ha XOCTe U, €CJIV OH CYIIeCTBYeT,
MIPOITYCTUT 3Ty 3aAaUy.

Yecmanoeka 3a0aHus cron onsa Twitter

Ec1y BBITIOTHUTD KOMaH/Ty manage.py poll_twitter, To Mezzanine u3BJieueT TBU-
ThI U3 HACTPOEHHBIX YUETHBIX 3aI1MCel 1 TOMECTUT MX Ha TOMAIITHIOI0 CTPaHM-
uy. Cuenapum Fabric, mocraBisiemble ¢ Mezzanine, IoaiepsKMBaiOT aKTyaslb-
HOCTb COOOIIEHMI C ITOMOIIBIO 3a/IaHMS cron, KOTOPOE BBI3bIBAETCSI KaXKIbIe
ISITh MUHYT.

Ectmu B TOYHOCTYM c1eioBaTh 3a cueHapusiMy Fabric, MbI JOJISKHBI CKOITH-
poOBaTh CLIEHAPMIi C 3aJlaHMEM cron B KaTasior /etc/cron.d. [Ijist 9TOr0 MOKHO
ObI MCITOIb30BAaTh MOJYJIb template, HO B cocTaB Ansible BXoguT Momysb cron,
KOTOPBIV ITIO3BOJISIET CO31aBaTh M YAAJSITh 3alaHNS cron, UTO, HA HaIll B3IJISI,
6os1ee u3sIHO. B mpumepe 7.26 nipecTaBieHa 3aada, KOTopast yCTaHaBIIM -
BaeT 3aJlaHue cron.

Mpumep 7.26. YcTaHOBKA 3a4aHUs cron ans CUHXpoHM3auuu ¢ Twitter

- name: Install poll twitter cron job
cron:
name: "poll twitter"
minute: "*/5"
user: "{{ user }}"
job: "{{ manage }} poll_ twitter"

Eciu Bpy4yHyIO TOAK/IIOUUTBCS K HacTpauMBaeMoii MariyuHe 1o SSH, To
KOMAaH/I0¥i crontab -1 MOXKHO IPOBEPUTD MPUCYTCTBUE TPEOYeMOTO 3aJaHUsT
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B 0011IeM crycKe. BOT Kak BBINISIAUT 9TO 3aJaHye MOCIe YCTAHOBKM Ha Ma-
muHe Vagrant:

#Ansible: poll twitter
*[5 * * * % [home/vagrant/.virtualenvs/mezzanine_example/bin/python3 \
/home/vagrant/mezzanine/mezzanine_example/manage.py poll_twitter

O6paTtuTe BHMMaHME Ha KOMMEHTapuii B MepBOii CTpoke. Biaromaps
TaKMM KOMMEHTapusM MOAYJb cron MOAJEPXKUBAET yAaaeHue 3aaHuii 1Mo
umeHam. Hanpumep:

- name: Remove cron job
cron:
name: "poll twitter"
state: absent

OTa 3aaua BbI30BET MO/Y/Ib cron, KOTOPBIN OTHILIET CTPOKY KOMMEHTapus
C YKa3aHHbIM MMEeHeM ¥ YAAIUT 3aiaHue.

CueHapuit uenmMkom

B nipumepe 7.27 nipencTaBiieH MOJHBIN ClieHapuii BO BCEM CBOeM BeJIMKOJIe-
UK.

Mpumep 7.27. mezzanine.yml: cueHapuii LENUKOM

- name: Deploy mezzanine
hosts: web

vars:
user: "{{ ansible user }}"
proj_app: 'mezzanine_example'
proj_name: "{{ proj_app }}"
venv_home: "{{ ansible env.HOME }}/.virtualenvs"
venv_path: "{{ venv_home }}/{{ proj_name }}"
proj_path: "{{ ansible_env.HOME }}/mezzanine/{{ proj_name }}"
settings_path: "{{ proj_path }}/{{ proj_name }}"
regs_path: '~/requirements.txt'
manage: "{{ python }} {{ proj_path }}/manage.py"
live_hostname: 192.168.33.10.nip.10
domatins:
- 192.168.33.10.nip. 10
- Www.192.168.33.10.nip.10
repo_url: 'git@github.com:ansiblebook/mezzanine_example.git'
locale: 'en_US.UTF-8'
# MepemeHHble HUxe OTCYTCTBYWT B cleHapun fabfile.py yctaHosku Mezzanine
# Ho A pobasun ux ana ypobcTBa
conf_path: /etc/nginx/conf



CueHapuii LenvkoMm

tls_enabled: true

python: "{{ venv_path }}/bin/python3"
database_name: "{{ proj_name }}"
database_user: "{{ proj_name }}"
database_host: localhost
database_port: 5432
gunicorn_procname: gunicorn_mezzanine

vars_files:
- secrets.yml

tasks:
- name: Install apt packages
become: true
apt:
update_cache: true
cache valid_time: 3600
pkg:
- acl
- git
- libjpeg-dev
- libpg-dev
- memcached
- nginx
- postgresql
- python3-dev
- python3-pip
- python3-venv
- python3-psycopg?2
- supervisor

- name: Create project path
file:
path: "{{ proj_path }}"
state: directory
mode: '0755'

- name: Create a logs directory
file:
path: "{{ ansible_env.HOME }}/logs"
state: directory
mode: '0755'

- name: Check out the repository on the host
git:
repo: "{{ repo_url }}"
dest: "{{ proj_path }}"
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version: master
accept_hostkey: true

- name: Create python3 virtualenv

pip:
name:
- pip
- wheel
- setuptools

state: latest
virtualenv: "{{ venv_path }}"
virtualenv_command: /usr/bin/python3 -m venv

- name: Copy requirements.txt to home directory
copy:
src: requirements. txt
dest: "{{ reqs_path }}"
mode: '0644'

- name: Install packages listed in requirements.txt
pip:
virtualenv: "{{ venv_path }}"
requirements: "{{ reqs_path }}"

- name: Create project locale
become: true
locale_gen:
name: "{{ locale }}"

- name: Create a DB user
become: true
become_user: postgres
postgresql_user:
name: "{{ database_user }}"
password: "{{ db_pass }}"

- name: Create the database

become: true

become_user: postgres

postgresql_db:
name: "{{ database_name }}"
owner: "{{ database_user }}"
encoding: UTF8
lc_ctype: "{{ locale }}"
lc_collate: "{{ locale }}"
template: templated

- name: Ensure config path exists
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become: true

file:
path: "{{ conf_path }}"
state: directory
mode: '0755'

- name: Create tls certificates
become: true
command: >
openssl req -new -x509 -nodes -out {{ proj_name }}.crt
-keyout {{ proj_name }}.key -subj '/CN={{ domains[0] }}' -days 365
args:
chdir: "{{ conf_path }}"
creates: "{{ conf_path }}/{{ proj_name }}.crt"
when: tls_enabled
notify: Restart nginx

- name: Remove the default nginx config file
become: true
file:
path: /etc/nginx/sites-enabled/default
state: absent
notify: Restart nginx

- name: Set the nginx config file

become: true

template:
src: templates/nginx.conf.j2
dest: /etc/nginx/sites-available/mezzanine.conf
mode: '0640'

notify: Restart nginx

- name: Enable the nginx config file

become: true

file:
src: [etc/nginx/sites-available/mezzanine.conf
dest: /etc/nginx/sites-enabled/mezzanine.conf
state: link
mode: '0777'

notify: Restart nginx

- name: Set the supervisor config file

become: true

template:
src: templates/supervisor.conf.j2
dest: /etc/supervisor/conf.d/mezzanine.conf
mode: '0640'
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notify: Restart supervisor

- name: Install poll twitter cron job

cron:
name: "poll twitter"
minute: "*/5"

user: "{{ user }}"
job: "{{ manage }} poll twitter"

- name: Set the gunicorn config file
template:
src: templates/gunicorn.conf.py.j2
dest: "{{ proj_path }}/gunicorn.conf.py"
mode: '0750'

- name: Generate the settings file
template:
src: templates/local_settings.py.j2
dest: "{{ settings_path }}/local settings.py"
mode: '0750'

- name: Apply migrations to create the database, collect static content
django_manage:
command: "{{ item }}"
app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
with_items:
- migrate
- collectstatic

- name: Set the site id

script: scripts/setsite.py

environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
DJANGO_SETTINGS_MODULE: "{{ proj_app }}.settings"
WEBSITE_DOMAIN: "{{ live_hostname }}"

- name: Set the admin password
script: scripts/setadmin.py
environment:
PATH: "{{ venv_path }}/bin"
PROJECT_DIR: "{{ proj_path }}"
PROJECT_APP: "{{ proj_app }}"
ADMIN_PASSWORD: "{{ admin_pass }}"

handlers:
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- name: Restart supervisor
become: true
supervisorctl:
name: "{{ gunicorn_procname }}"
state: restarted

- name: Restart nginx
become: true
service:

name: nginx
state: restarted

CieHapuyu MOTYT MOJTyYaThCs AIMHHEE, YeM XOTEJIOCh Obl, ¥ TaKMe ClieHa-
puM, B KOTOPBIX BCe IeiCTBUS U IepeMeHHbIe IIepeunc/ieHbl B OMHOM (aiie,
CJIOKHEe ToAAePKUBaTh. [I09TOMY 3TOT CIleHapuii CieayeT pacCMaTpuBaTh
JIUIITb KaK TIPOMEKYTOUHBIN IIar B mporecce obyuyeHun pabore ¢ Ansible.
B cienmyromeit rmaBe OymeT mpeacTaBieH 6ojee yooOHbI CIT0co6 opraHm3a-
LMY CLIeHapUeB.

3anyck cueHapua Ha mawuHe Vagrant

[TepemeHHbIe live_hostname U domains B HAllleM CLIeHApUM IIPEAII0IaraT, YTO
XOCT, Ha KOTOPOM JIO/DKHA ObITh pa3BepHyTa CUCTeMa, TOCTYIIEH 10 aJpecy
192.168.33.10. ®aiin Vagrantfile, uTo mpuBoguTcs B mpumepe 7.28, HacTpan-
BaeT MaluHy Vagrant ¢ sTum IP-agpecom.

Mpumep 7.28. Vagrantfile

Vagrant.configure("2") do |this|
# AreHT nepeHanpasnenus ssh ana knonupoanua u3 Github.com
this.ssh.forward_agent = true
this.vm.define "web" do |web|
web.vm.box = "ubuntu/focal64"
web.vm.hostname = "web"
# 3701 IP ucnonb3yeTcs B CLeHapuu
web.vm.network "private_network", ip: "192.168.33.10"
web.vm.network "forwarded_port", guest: 80, host: 8000
web.vm.network "forwarded_port", guest: 443, host: 8443
web.vm.provider "virtualbox" do |virtualbox|
virtualbox.name = "web"
end
end
this.vm.provision "ansible" do |ansible|
ansible.playbook = "mezzanine.yml"
ansible.verbose = "v"
ansible.compatibility_mode = "2.0"
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ansible.host_key checking = false
end
end

Pa3BepThiBaHMe Mezzanine Ha HOBOJ MarniHe Vagrant aBTOMaTUYeCKA
BBITIOJTHSIETCS GIIOKOM provision TIOC/IE 3aITyCKa KOMaH/IbI:

$ vagrant up

ITocne pa3BepThIBaHMSI HOBOTO caifTa Mezzanine oH OyaeT JOCTYIEH I10
JI060MY 13 TlepeuncIeHHbIX HIDKe afpecoB:

e http://192.168.33.10.nip.io;

e https://192.168.33.10.nip.io;

o http://www.192.168.33.10.nip.io;
o https://www.192.168.33.10.nip.io.

YempaneHue npobnem

HpI/I ITOITBITKE BBIIIOJIHUTD cueHapMﬁ Ha JIOKAJIbHOM MalllMHe Bbl MOXeTe
CTOJIKHYTbCA C HECKOJIbKUMMN HpOGJ’IeMaMI/I. B stom pa3neiie OIIMCbIBAlOTCAd
HEKOTOpbIe€ TUIIMYHbIE HpO6J’I€MbI U CIIOCOOBI UX IIpeogoIeHd.

He nonyuyaercsa ussneub ¢aiinbsl u3 penosuropus Git

Bbl MOXXeTe yBUIETb, Kak 3ajaua ¢ umeHeM «check out the repository on
the host» 3aBepiaercs co ciemyroIeit ommnoKoii:

fatal: Could not read from remote repository.

IOns ee wucCHpaBleHUs yOAIUTe TpPeIOINpeNe/IeHHbIi 27eMeHT st
192.168.33. 10 u3 daitna ~/.ssh/known_hosts.

HepocTtyneH xoct c appecom 192.168.33.10.nip.io

HexoTopbie mapiipyTusatopsl WiFi nmeloT BcTpoeHHbIl cepBep DNS, Ko-
TOPbIN He pacrio3HaeT umMs xocta 192.168.33.10.nip.io. [IpoBepUTDb 3TO MOK-
HO CJIefyIoleli KOMaHOOoI:

dig +short 192.168.33.10.nip.10

OHa go/mKHa BbIBECTU:

192.168.33.10

Eciu BBIBOOUTCS ITyCTasi CTPOKA, 3HAUMT, Ball cepBep DNS He pacriozHaer
MMeHa XOCTOB hip.io. B aToM wIydae mob6aBbTe B CBOJI (aiii /etc/hosts ciemy-
IOLYIO CTPOKY:

192.168.33.10 192.168.33.10.nip.10



3aKnyeHne < 169

Bad Request (400)

Ectn Bam 6paysep BbiBen coobiieHme o6 ommnbke «Bad Request (400)»,
3TO, CKOpee BCero, CBSI3aHO C ITOIBITKOM OOCTMYb caiiTa Mezzanine c uc-
MOb30BaHMEM MMeHM XOcTa uin [P-afmpeca, KOTOPBI He BKIIOUEH B CIIMCOK
ALLOWED_HOSTS B KOH(urypaimoHHom (daiine Mezzanine. DTOT CITMCOK 3aI10JI-
HSIETCSI TI0 COIEPKMMOMY TIepeMEHHOM domains, OOBSIBJIEHHOV B CIleHAPUU
Ansible:

domains:
- 192.168.33.10.nip.10
- www.192.168.33.10.nip. 10

3aknroyeHue

B sTOM clieHapuM MbI TIOJTHOCThIO pa3BepHYIM Mezzanine Ha OmHONM Ma-
myHe. Terepb BbI 3HaeTe, KaK OCYIIECTBJISETCS pa3BepThIBaHMe 0OBIYHOTO
MIPUJIOKEHMS C TTOAIepskKOi Mezzanine.

B ciepytorneit riaBe Mbl pacCMOTPUM 6GoJiee MPOABUHYThIe GYHKIMY An-
sible, He McOMb30BaBIIMECS B HalleM ITpuMepe. MbI MOKaskeM CIleHapuii,
KOTOPBIN yCTaHABIMBAET Oa3y JaHHBIX 1 BeO-CITyKObI HA pa3HbIe XOCThI, YTO
4yacTo O6bIBaeT HYKHO B PeasIbHOI CUTYaLN.
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HaBajiTe mpu3HaeM — OIMOKM cydaroTcst. OumoKa i 9TO B CLIEHAPUU, VA
ke HeBepHoe 3HaueHue B ¢aiiie KOHGUTYypaluu, B IIO60M C/Iyyae, YTO-TO
MIeT He Tak. B 9T0ji r1aBe MbI paCCMOTPUM IIPMEMbI, IT03BOJISIIOIIE BbIIaB-
JIMBATb 3T OLIUOKMN.

NHdopmaTuBHble cooblieHnsa 06 owmnbkax

Korma 3amaua Ansible TepriuT Heymady, oHa BBIBOJUT COOOIIEHMEe He B ca-
MOM yIo6HOM dopmare /1 YeTOBeKa, MbITAIONMIEroCs HATH IPUUMHY ITPO-
6;emMbl. BoT nipumep coobieHus 06 ommbKe, ¢ KOTOPO Mbl CTOJKHY/INCD,
paboTast HaJl 9TOJ KHUTOJA:

TASK [mezzanine : check out the repository on the host]
kkkkkkkkhhhhhkkhhhhhhhkk

fatal: [web]: FAILED! => {"changed": false, "cmd": "/usr/bin/git ls-remote
"' -h refs/heads/master", "msg": "Warning:****+***@github.com: Permission
denied (publickey).\r\nfatal: Could not read from remote
repository.\n\nPlease make sure you have the correct access rights\nand the
repository exists.", "rc": 128, "stderr": "Warning: Permanently added
'github.com,140.82.121.4" (RSA) to the list of known
hosts.\r\ngit@github.com: Permission denied (publickey).\r\nfatal: Could not
read from remote repository.\n\nPlease make sure you have the correct access
rights\nand the repository exists.\n", "stderr_lines": ["Warning:
Permanently added 'github.com,140.82.121.4' (RSA) to the list of known
hosts.", "git@github.com: Permission denied (publickey).", "fatal: Could not
read from remote repository.”, "", "Please make sure you have the correct
access rights", "and the repository exists."], "stdout": "", "stdout_lines":

(1}

Kak orMeuaeTcs B 1aBe 18, miaruH debug MOXET MPUBECTHU 3TO COOOIIIe-
HMe K 6osiee yIo60uMTaEMOMY BUITY:

TASK [mezzanine : check out the repository on the host] #¥#¥kkktkkkkrdkikirditiis
fatal: [web]: FAILED! => {
"changed": false,
"emd": "/usr/bin/git ls-remote

" -h refs/heads/master",
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"rc": 128

}
STDERR:

git@github.com: Permission denied (publickey).
fatal: Could not read from remote repository.
Please make sure you have the correct access rights
and the repository exists.

YT06bI BKIIOUUTH TUIATMH, TOCTATOYHO IT00ABUTH CJIEAYIOUIYIO CTPOKY B
pasgen defaults B (paiise ansible.cfg:

[defaults]
stdout_callback = debug

Ho umeiiTe B BuIy, YTO IUIarMH debug BEBIBOAUT He BCIO MHMOpMaIMIO; 6ojee
MOAPOOHYI0 MH(POPMAIINIO MOXKHO ITOJIYIUTh C ITIOMOIIbIO IIarnHa YAML.

Omnaoka owub6ok ¢ SSH-nooknryeHuem

WHorma cucreme Ansible He ynaeTcst yctaHOBUTb SSH-coenyiHeHME C XOCTOM.
IlaBaiiTe IMMOCMOTPUM, UYTO OHa coob1iaeT, ecau SSH-cepBep BooOIIe He OT-
BeyaeT Ha 3aIlpoChl:

$ ansible web -m ping
web | UNREACHABLE! => {
"changed": false,
"msg": "Failed to connect to the host via ssh:
kex_exchange_identification: Connection closed by remote host",
"unreachable": true
}

Takoe roBegeHNe MOXeT OBbITh O6VC]'IOBIIeHO HECKOJIbKMMMU ITpUMYMHaAMM

» cepBep SSH BoOOIIIe He 3alTyIIEeH;

e cepsep SSH npocnyuimBaeT HeCTaHIAPTHBIN TTOPT;

e TIOPT, K KOTOPOMY BbI ITbITa€TECH MOAKITIOUMUTHCS, 0OCTY)KMBAETCS Ka-
KMM-TO IPYTUM CEPBEPOM;

e TIOPT MOXeT GUIbTPOBATHCSI GpaHIMAayIPOM Ha BallleM XOCTe;

e TIOPT MOXeT GUIbTPOBATHCSI OpaHIMAayIpPOM Ha APYTOM XOCTe;

e HacTpoliku kKoHTponst noctyna TCP Wrappers, mpoBepbTe /etc/hosts.
allow u /etc/hosts.deny;

e XOCT paboTaeT B TUIIEPBU30PE C MUKPOCETMEeTAaINEIA.

V6eauBIINCh B CMCTEMHOI KOHCOM, uTO SSH-cepBep 3aryiieH u paboTa-
eT Ha XOCTe, MOXKHO ITOIbITAThCSI TOIK/ITIOUNTHCS YAATEHHO C TTOMOIIBIO nc
MY TaKe KiMeHTa telnet, 9TOOBI TPOBEPUTH OTKIIUK:

$ nc hostname 2222
SSH-2.0-0penSSH_8.2p1 Ubuntu-4ubuntu0.4
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3aTeM MOKHO ITOIPOO0OBATh yAaJ€HHO MTOAKIIOYMTHCS C ITOMOIbio SSH-
KJIMEHTA, VICITO/Ib3YS ¢uIar BhIBOA IMOAPOOHOI MHMOPMAIIUY JJIST OTAIKN

$ ssh -v user@hostname

Taxske IoJIe3HO TPOBEPUTD, KaKue apryMeHTbl Ansible mepemaet SSH-kmu-
€HTY, I BOCIIPOU3BECTU JIe/ICTBME BPYUHYIO B KOMaHIHOJ CTpoKe. Eciu BbI-
3BaTh ansible C apTyMEHTOM -vvv, MOKHO YBUJIETb, KaK MMeHHO Ansible BbI-
3pIBaeT SSH. 3TO MOKeT IPUTOAUTHCS IJIST OTAaIKNA.

$ ansible web -vwv -m ping
B npumepe 8.1 moka3aHbl 4aCTh BBIBO/IA 3TO KOMAH/IbI.

Mpumep 8.1. [Mpumep BbIBOAA KOMaHAbI ansible ¢ apryMeHTOM -vvv

<127.0.0.1> SSH: EXEC ssh -vwv -4 -0 PreferredAuthentications=publickey -o
ForwardAgent=yes -o StrictHostKeyChecking=no -0 Port=2200 -o
'IdentityFile="/Users/bas/.vagrant.d/insecure_private_key"' -o
KbdInteractiveAuthentication=no -0
PreferredAuthentications=gssapi-with-mic,gssapi-keyex,hostbased,publickey -o
PasswordAuthentication=no -0 'User="vagrant"' -o ConnectTimeout=10 127.0.0.1
"/binfsh -¢ '"""'rm -f -1
/home/vagrant/.ansible/tmp/ansible-tmp-1633182008.6825979-95820-
137028099318259/ > /dev/null 2>&1 && sleep 0'"'""'
<127.0.0.1> (0, b'', b'OpenSSH_8.1p1, LibreSSL 2.7.3\r\ndebugl: Reading
configuration data /Users/bas/.ssh/config\r\ndebug3: kex names ok:
[curve25519-sha256,diffie-hellman-group-exchange-sha256]\r\ndebugl: Reading
configuration data /etc/ssh/ssh_config\r\ndebugl: /etc/ssh/ssh_config line
20: Applying options for *\r\ndebugl: /etc/ssh/ssh_config line 47: Applying
options for *\r\ndebug2: resolve_canonicalize: hostname 127.0.0.1 is
address\r\ndebug1: auto-mux: Trying existing master\r\ndebug2: fd 3 setting
0_NONBLOCK\r\ndebug2: mux_client_hello_exchange: master version 4\r\ndebug3:
mux_client_forwards: request forwardings: 0 local, O remote\r\ndebug3:
mux_client_request_session: entering\r\ndebug3: mux_client_request_alive:
entering\r\ndebug3: mux_client_request_alive: done pid = 95516\r\ndebug3:
mux_client_request_session: session request sent\r\ndebug3:
mux_client_read_packet: read header failed: Broken pipe\r\ndebug2: Received
exit status from master 0\r\n')
web | SUCCESS => {

"changed": false,
"{nvocation": {
"module_args": {
"data": "pong"
}

I3
"p.'l.ng": upongll
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VHorpma mpu oTagke Mpo6ieM C MOAKIIOUeHMeM MOXKET Jake IOHaH0-
OUTHCS MCIOAB30BaTh GIar -vvvv, UTOOBI YBUIETH COOOIIeHEe 06 OIMbKe,
BO3BpaiiaeMoe SSH-KIMeHToM. DTO paBHOCUJIBHO Jo0aByieHuIo ¢ara -v B
KOMaHy ssh, KOTOPYIO UCIIONb3yeT Ansible:

$ ansible all -vvwv -m ping

B nipumepe 8.2 roka3aHo, KaKoii 6010 00beM OTIaA0YHOV MHbOpMa-
LMY MOKHO TMOTYYUTD B 3TOM CJIydae.

Mpumep 8.2. Mpumep BbIBOAA KOMaHAbl ansible ¢ apryMeHTOM -vvvv

<192.168.56.10> ESTABLISH SSH CONNECTION FOR USER: vagrant

<192.168.56.10> SSH: EXEC ssh -vwv -4 -0 PreferredAuthentications=publickey
-0 ForwardAgent=yes -o StrictHostKeyChecking=no -o
'TdentityFile="/Users/bas/.vagrant.d/insecure_private key"' -o
KbdInteractiveAuthentication=no -0
PreferredAuthentications=gssapi-with-mic,gssapi-keyex,hostbased,publickey -0
PasswordAuthentication=no -0 'User="vagrant"' -o ConnectTimeout=10
192.168.56.10 '/bin/sh -c '"'""/usr/bin/python3 && sleep 0'"'"""

debugl: Reading configuration data /Users/bas/.ssh/config

debugl: Reading configuration data /etc/ssh/ssh_config

debugl: /etc/ssh/ssh_config line 21: include /etc/ssh/ssh_config.d/* matched
no files

debugl: /etc/ssh/ssh_config line 54: Applying options for *

debugl: Authenticator provider $SSH_SK_PROVIDER did not resolve; disabling
debug1: Connecting to 192.168.56.10 [192.168.56.10] port 22.

debugl: fd 3 clearing 0_NONBLOCK

debugl: Connection established.

debugl: identity file /Users/bas/.vagrant.d/insecure private key type -1
debugl: Local version string SSH-2.0-OpenSSH_8.6

debugl: Remote protocol version 2.0, remote software version OpenSSH 8.2p1
Ubuntu-4ubuntu.5

debugl: compat_banner: match: OpenSSH_8.2p1 Ubuntu-4ubuntu@.5 pat OpenSSH*
compat 0x04000000

debugl: Authenticating to 192.168.56.10:22 as \'vagrant\'

debugl: SSH2_MSG_KEXINIT sent

debugl: SSH2_MSG_KEXINIT received

debugl: kex: algorithm: curve25519-sha256

debugl: kex: host key algorithm: ssh-ed25519

debugl: kex: server->client cipher: chacha20-poly1305@openssh.com MAC:
<implicit> compression: none

debugl: kex: client->server cipher: chacha20-poly1305@openssh.com MAC:
<implicit> compression: none

debugl: expecting SSH2_MSG_KEX_ECDH_REPLY

debugl: SSH2_MSG_KEX_ECDH_REPLY received

debugl: Server host key: ssh-ed25519

SHA256:Bn1xL1InY1rSLQU1OHFYzg6ZZk j1boxRSToESK3bpxA



174 < [nasa 8.0mnagka cueHapues Ansible

debugl: Host \'192.168.56.10\"' is known and matches the ED25519 host key.

debugl: Found key in /Users/bas/.ssh/known_hosts:57

debugl: rekey out after 134217728 blocks

debugl: SSH2_MSG_NEWKEYS sent

debugl: expecting SSH2_MSG_NEWKEYS

debugl: SSH2_MSG_NEWKEYS received

debugl: rekey in after 134217728 blocks

debugl: Will attempt key: /Users/bas/.vagrant.d/insecure private key

explicit

debugl: SSH2_MSG_EXT INFO received

debugl: kex_input_ext_info:

server-sig-algs=<ssh-ed25519,sk-ssh-ed25519@openssh.com,ssh-rsa,rsa-sha2-256

,rsa-sha2-512,ssh-dss,ecdsa-sha2-nistp256,ecdsa-sha2-nistp384,ecdsa-sha2-

nistp521,sk-ecdsa-sha2-nistp256@openssh.com>

debugl: SSH2_MSG_SERVICE_ACCEPT received

debugl: Authentications that can continue: publickey

debugl: Next authentication method: publickey

debugl: Trying private key: /Users/bas/.vagrant.d/insecure_private_key

debugl: Authentication succeeded (publickey).

Authenticated to 192.168.56.10 ([192.168.56.10]:22).

debugl: channel 0: new [client-session]

debugl: Requesting no-more-sessions@openssh.com

debugl: Entering interactive session.

debugl: pledge: filesystem full

debugl: client_input_global_request: rtype hostkeys-00@openssh.com

want_reply 0

debugl: client_input_hostkeys: searching /Users/bas/.ssh/known_hosts for

192.168.56.10 / (none)

debugl: client_input_hostkeys: no new or deprecated keys from server

debugl: Remote: /home/vagrant/.ssh/authorized_keys:1: key options:

agent-forwarding port-forwarding pty user-rc x11-forwarding

debugl: Requesting authentication agent forwarding.

debugl: Sending environment.

debugl: channel 0: setting env LC_TERMINAL_VERSION = "3.4.16"

debugl: channel 0: setting env LC_CTYPE = "UTF-8"

debugl: channel 0: setting env LC_TERMINAL = "iTerm2"

debugl: Sending command: /bin/sh -c \'/usr/bin/python3 && sleep 0\'

debugl: client_input_channel_req: channel @ rtype exit-status reply 0

debugl: channel 0: free: client-session, nchannels 1

Transferred: sent 117208, received 1664 bytes, in 0.4 seconds

Bytes per second: sent 284246.0, received 4035.4

debugl: Exit status 0

")

web | SUCCESS => {
"changed": false,
"{nvocation": {

"module_args": {
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lldatall: I|p0ngll
}
},
I|p.‘Lngll: llpongll
}
META: ran handlers

META: ran handlers

BbI IO/KHBI 3HATh, UTO "ping": "pong" O3HAYaeT YCIIelIHOEe CoedMMHeHue,
Oake eC/int eMy IpeaueCTBYIOT OT/IagO4YHbIe COO6H.I€HI/I$I.

TunuyHbie npobnemeoi ¢ SSH

Ins yripaBiaeHus xoctamu Ansible rogkiioyaetrcsi K HUM udepe3 SSH He-
peaKo ¢ IpaBaMy afMUHMCTpaTopa. [I03ToMy BakHO 3HATh O MPOOGIEMAX C
6e30MacHOCThI0, KOTOPbIE TTOHAYATY MOTYT 03aJauMUTh OOBIUYHBIX ITOTb30Ba-
TeJe.

PasswordAuthentication no

[TapameTp PasswordAuthentication no 3HAUMTENbHO ITOBBIIIAET 6€30ITACHOCTD
Balux cepepoB. ITo ymonmuanuio Ansible mpeamnosnaraet, 4To MOAK/IIOUEHME
K yAQJIEHHbIM MalllMHaM OPOM3BOAUTCS C MUCIIOJb30BaHMeM Kiwoueil SSH.
VimeTb mapy kitoueit SSH HemocTaTOuHO, HEOOXOAMMO TaKKe CKOIMMPOBATh
OTKPBITBIN K/II0Y HAa MaIIMHbI, KOTOPBIMM BbI COOMpPaeTech ypassiTh. Tpa-
OUIIMOHHO 3TO JejIaeTcCs C IMOMOIIbI0 KOMaHObI ssh-copy-id, HO Korga ma-
pameTp PasswordAuthentication MMeeT 3HaUY€HME no, AAMUHUCTPATOP LOJDKEH
MCIIO/Tb30BaTh YUETHYIO 3aIMCh C OTKPBITBIMMU KJIIOUaMU, UTOOBI CKOMIMPO-
BaTh Balll OTKPBITHINM KU Ha CepBePbI, KelaTeabHO C MOMOIILLI0 MOIYIIS
authorized_keys:

- name: Install authorized keys taken from file
authorized key:
user: "{{ the_user }}"
state: present
key: "{{ lookup('file',the_pub_key) 1}}"
key options: 'no-port-forwarding,from="93.184.216.34""
exclusive: true

O6paTuTe BHMMaHMe, UTO OTKPBIThIe KiIroun ed25519 gocTaTouHO KOPOT-
K1e, ¥ IIpY HeOOXOAMMOCTH VX MOKHO BBECTYU B KOHCOJIN.
MoaknioueHune no SSH ¢ yyeTHbIMKU JAHHBIMU

APYroro nosb3oBarens

K Pa3HbBIM XOCTaM MOKHO ITOAK/IIOYATbLCA, MCIIOJIb3Ys YUYE€THbI€ HaHHbIE
Pa3HbIX rosb3oBartesnei. [0 BO3MOKHOCTU CTapaVITECb OTPaHNUYMBATDb BXO[
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B CMCTEMY C YUYeTHBIMM JaHHBIMM I10JIb30BaTeIst root. EC/Iu IMOoAK/II0UaThCs K
KasK70if MallyHe HY;KHO C YYeTHBIMM JaHHBIMM KOHKPETHOTO I10/Ib30BaTe-
JIsl, TO HACTPOiiTe IIepeMeHHYIO ansible_user B peecTpe:

[mezzanine]
web ansible host=192.168.33.10 ansible_user=webmaster
db ansible_host=192.168.33.11 ansible user=dba

O6paTI/ITe BHMMaHMe, 4YTO IIpu HEO6XO,I[I/IMOCTI/I MOXHO YKa34aTb APYIroro
[10/1b30BaTesIsSI B KOMaHIHOM CTpOKe:

$ ansible-playbook --user vagrant -i inventory/hosts mezzanine.yml

Taxoke MOKHO 3aJaTh MOIb30BaTES IJISI KAXKIOTO XOCTa B KOHMUrypanmu-
oHHoM ¢aiie SSH. HakoHelr, B 3aro/ioBKe onepauum (play) MOsKHO 3a71aTh
IepeMeHHYIO remote_user [IJIST KasKIOli 3a1a4M.

OwnbKa npoBepKM KaK4va XocTa

MHoraa mpy MOMbITKe MOAKIIOUNTHCS K MallliHe MOKHO ITOJTYUUTDb TaKOe
coob1reHye 06 ommobke:

$ ansible -m ping web
web | UNREACHABLE! => {

"changed": false,

"msg": "Failed to connect to the host via ssh:
(060EEEAEEREEERAEERAEERAEERAEERAEEREEERAEEREEEREEEREEEREEAR\r\NE  WARNING:
REMOTE HOST IDENTIFICATION HAS CHANGED!
@\r\n@eEEEeEEERAEERAEERAEERAEERAEERAEERAEERAEEREEERAEERaEaRaeaRe\r\nIT IS
POSSIBLE THAT SOMEONE IS DOING SOMETHING NASTY!\r\nSomeone could be
eavesdropping on you right now (man-in-the-middle attack)!\r\nIt is also
possible that a host key has just been changed.\r\nThe fingerprint for the
ED25519 key sent by the remote host
1s\nSHA256: +dX3jRW5e0Z+FzQP9jc6cIALXugh9bftvYvaQig+33c. \r\nPlease contact
your system administrator.\r\nAdd correct host key 1in
JUsers/bas/.ssh/known_hosts to get rid of this message.\r\nOffending ED25519
key in /Users/bas/.ssh/known_hosts:2\r\nED25519 host key for 192.168.56.10
has changed and you have requested strict checking.\r\nHost key verification
failed.",

"unreachable": true
}

B aTOM CTyuae He OTKI/IIOUAiTe StrictHostKeyChecking B KoHbwMryparumu SSH,
a TIPOCTO YAaJINTe CTaPhIil KITIOU XOCTa U J06aBbTe HOBBIIA:

ssh-keygen -R 192.168.33.10
ssh-keyscan 192.168.33.10 >> ~[.ssh/known_hosts
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YactHble ceTn

[TockonbKy Mo ymonuaHuio Ansible ucrnonb3yet kinenta OpenSSH, Bbi
MOKeTe MCITOIb30BaTh XOCM-6ACMUOH: TIeHTPaIbHYI0 TOUKY B DMZ mjis1 mo-
CTyTIa K IPYTMM XOCTaM B YaCTHOI ceTu. B cienytolem rpumepe Bce XOCThlI,
HaXOJsIIMecs: B JoMeHe private.cloud, mOCTYITHBI Yepe3 XOCT-6aCTIOH, yKa-
3aHHbII B ProxyJump B daiine ~/.ssh/config:

Host bastion
Hostname 100.123.123.123
User bas
PasswordAuthentication no
Host *.private.cloud
User bas
CheckHostIP no
StrictHostKeyChecking no
ProxyJump bastion

Ecnm 6actmoH HactpoeH ¢ nomouwbto VPN, TO BaM He HYXXHO MC-
nonb3oBatb SSH yepes nHTepHert. Tailscale (https://tailscale.com/) -
npoctor B mcnonb3oBaHmn cepep VPN Ha ocHoee WireGuard
(https://www.wireguard.com/), KOTOPbIV NponyckaeT TpaduK OT Ku-
€HTOB Yepe3 BACTMOH K APYrMM XOCTaM B YaCTHOM MOACETH, He
Tpebys BbINONHATb 4ONO/HUTENbHbIE HACTPOMKM Ha 3TUX XOCTaX.

Modyns debug

B 3TO#1 KHUTe MBI y3Ke UCTI0b30Ba/IM MOLY/b debug HECKOBKO pa3. ITO aHa-
JIOT MHCTPYKLMY print B cMHTaKkcuce Ansible. ETo MOKHO 1CIIO/Ib30BaTh JIJIst
BBIBO/IA 3HAUEHMIi MepeMeHHbIX U MPOU3BOIbHBIX CTPOK, KaK MTOKa3aHo B
npumepe 8.3.

Mpumep 8.3. Mopynb debug B gerncTeum

- debug: var=myvariable
- debug: msg="The value of myvariable is {{ var }}"

Kak y>Xe TOBOPMJIOCH B I'/laBe 5, MO>XHO BbIBECTHM 3HAUEHM BCEX ITepeMeH -
HBIX, CBA3aHHbIX C TEKYIIMM XOCTOM, KaK ITOKa3aHO HIKe:

- debug: var=hostvars[inventory_hostname]

UumepakmueHbiii omnad4yuk cyeHapues

B Ansible 2.5 6bpu1a mob6aBieHa mogaepskka MHTePAaKTMBHOIO OT/IaguMKa.
BK/IIOUMTD MM OTK/IIOUUTH OTJAALUMK /I8 KOHKPETHOM oIlepaiyiu, pPoimu,
0JI0Ka MM 3324y MOYKHO C [IOMOIIbIO KITI0YEBOT'O C/I0BA debugger:


https://tailscale.com/
https://www.wireguard.com/
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- name: deploy mezzanine on web
hosts: web
debugger: always

Eciu otnagka BK/IIOYEHA, Kak B 3TOM IpuMepe, To Ansible 3amyctut ot-
JIAMUUK, U Bbl CMOXKETEe BBIIIOJHATh OTAE/NbHbIE 1Iaru B ClieHapuu, BBOAS ¢
(continue — MPOIOIKAUTB):

PLAY [deploy mezzan-'l_ne on Web] kkkhkkhkhkkhkkhkhhhhhhhkhhhhhhhrhhrkdhhhddhrhhrdrk

TASK [mezzanine . -'Lnstall apt packages] kkkhkkhkkhkkhkhhkhkhhkhhkhhkhkdhrhhkhdkd

changed: [web]

[web] TASK: mezzanine : install apt packages (debug)> ¢

TASK [mezzanine : Create a logs directory] khkkkkhkkhkkhkkhkhhkhkhhkhdhhrkhkhikd

changed: [web]

[web] TASK: mezzanine : create a logs directory (debug)> c

B Ta6s1. 8.1 mepeunciieHbl KOMaHIbl, MO PKUBAEMBbIX OTJIaTUMKOM.

Ta6nuua 8.1. KoMaHabl oThagumka

KomaHpa Cokpauwe- | OnucaHue
Hue
print p BbiBeCTM 3HaueHne nepemeHoMm
task.args[key] = value HeT M3MeHUTb apryMeHTbl 3a4a4m
task_vars[key] = value HeT M3MeHUTb nepeMeHHble 3afauu (Mocne 3TOM KOMaHAbl

Heobx04MMO BbINOMHUTL KOMaHAay update_task, koTtopas
OMUCHIBAETCS HUXE)

update_task u Co3patb 33434y 3aHOBO C OGHOBMIEHHBIMU NEpPeMeHHbIMU
redo r [oBTOPHO 3anycTuTb 3aga4y

continue C [pofomKNTb BbINOHEHME, HAUMHAs CO CneaytoLlel 3aaa4m
quit q BbIiTn M3 oTnagumka

B Ta61. 8.2 nepeuncieHsl TepeMeHHbIe, IO IepKIBaeMble OTIaUMKOM .

Ta6nuua 8.2. NepeMeHHble, NoaAEPKMBAEMbIE OTIAAYUKOM

MepemeHHas | OnucaHue

p task MMs 3agaum, roe BO3HUKNA OWwmMbKa

p task.args AprymeHTbl MOAYNS

p result Pe3ynbTaT, KOTOPbIM BEpHYNa 3aaaya, A0NYCTUBLLAS OLIMOKY

p vars 3Ha4yeHMs BCeX U3BECTHbIX nepemMeHHbIX

p vars[key] 3HayeHne OfIHOM NepeMeHHOoM key
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Bor InpmuMep ceaHca pa6OTbI C OT/IaJUMKOM :

TASK [mezzanine . -'Lnsta'u_ apt packages kkkkkkkkkhhhhhhkkkhhhhhkkhhdhhhhrkkdhdtid
ok: [web]
[web] TASK: mezzanine : install apt packages (debug)> p task.args
{' _ansible check mode': False,
' ansible_debug': False,
' ansible diff': False,
' ansible keep_remote files': False,
_ansible module_name': 'apt',
_ansible_no log': False,
_ansible_remote_tmp': '~/.ansible/tmp’,
_ansible_selinux_special fs': ['fuse',
'nfs',
'vboxsf',
"ramfs’,
‘9,
'vfat'],
' ansible_shell executable': '/bin/sh',
' ansible_socket': None,
_ansible_string_conversion action': 'warn',
' ansible_syslog facility': 'LOG_USER',
' ansible_tmpdir': '/home/vagrant/.ansible/tmp/ansible-tmp-1633193380-7157/",
' ansible_verbosity': 0,
_ansible version': '2.11.0',
"cache_valid_time': 3600,
'pkg': ['git’,
"libjpeg-dev',
'memcached’,
'python3-dev',
'python3-pip',
'python3-venv',
"supervisor'],
'update_cache': True}

BoiBo#, 3HaUeHMII IIepeMeHHBIX — OHA M3 CaMbIX I10JIe3HbIX BO3MOXXHO-
CTel, OTHAKO OTVIAAUMK MO3BOJISIeT TakKKe M3MEeHSITh TIepeMeHHbIe U apry-
MEHTBHI 337124, IOTEePIIeBIIMX Heyaauy. 3a 60ee moapobHO nHpopMalyei
obpalaiTech K TOKYMeHTaIM ¢ onucaHueM oTnaguvka Ansible (https://oreil.
ly/1ZSCL).

Modyne assert

Mopnynb assert 3aBepIIaeT CIieHapuit ¢ coobIeHMeM 00 OIIMOKe ITPU HEBBI-
MTOJTHEHUY 33[TaHHOTO YCI0BMs. HarpuMmep, clieHapuit 3aBepIInuTCs C OMImo-
KOI1, eciu He OyfeT HaliieH ceTeBoi MHTepderic enpds3:


https://oreil.ly/IZSCl
https://oreil.ly/IZSCl
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- name: Assert that the enpOs3 ethernet interface exists
assert:
that: ansible_enp0s3 is defined

Takas IIPOBEPKA TeX MJIN MHBIX YCI[OBI/IIZ MOXKXeT OUeHb IMPpUTroAnNTbLCA IIPpU
OT/IagKe CLeHapus.

B ycTapeBLwmnx cLeHapuaxX uam ponsix MOXHO YBUAETb, YTO OTNAL4-
UMK BKHOYAETCS B BUAE CTpaTerMu. Takoi Cnocob BKIOYEHUS
0TNaJuMKa MOXeET He NOoAAEPXKMBATLCS B HoMlee HOBbIX BEPCUSIX
Ansible. lpu BKAOYEHHOM CTpaTErMM NO YMOTYAHUIO IMHENHOTO
BbinonHeHus (linear) Ansible ocTaHaBNMBaET BbINOMHEHMWE, MOKA
aKTMBEH OT/IAfA4MK, @ 3aTeM 3anycKaeT OTIAaKMBAEMYIO 3ahadvy
nocne BBOAA KOMaHAbl redo. OQHAKO C BKIOYEHHOM CBOBOAHOW
(free) ctpaTterneit Ansible He >xaeT 3aBepLUEHUS OTIAXMBAEMOW
3aa4M Ha BCEX XOCTaX M MOXET MOCTaBWUTb B o4epenb Honee
no3fHWe 334a4M Ha OLHOM XOCTe, Mpex/ie YeM 3ajadva 3aBep-
LIMTCS OWMOKOM Ha ApYyroM xocTe. [1oka 0TNaguMK akTMBEH, OHA
He CTaBWUT B Oo4Yepelb U He BbIMOMHSAET HUKAKMX 3343y, OLHAKO
BCe 33/la4y, NOCTaB/IEHHblE B O4Yepenb, OCTAKTCS B o4Yepeaun u
3anycKalTCs Cpasy Noc/ie BbIX0o4a U3 0TNaAuMKa. Y3HaTh 6onblue
0 CTpaTerusax MOXHO B AokyMeHTauuu (https://oreil.ly/bLqah).

K cokanenuto, IBMKOK Jinja2 He moagepskuBaeT GyHKIMIO len 13 Python.
BMmecTo Hee ciieryeT UCITOMb30BaTh Jinja2-GuiabTp length:

assert:
that: "ports|length == 1"

MmeliTe B BUAY, YTO KO B BbIPAXKEHWUM assert — 3TO MHCTPYKLMUM
Jinja2,a He Python.Hanpumep, ons npoBepku AMHbI CNMCKA TaK
Co6M1a3HUTENBHO MCMNONb30BaTh TAKOM KOA:

# HegonycTumblii gna Jinja2 koa, KoTopulii He 6ygeT paboTaTb!
assert:
that: "len(ports) == 1"

YT0oO6bI MPOBEPUTD cTATYC (ajina B haioBoii cucTeMe X0CTa, MOSKHO CHa-
yaJia BbI3BaTh MOAYJIb stat U TOOABUTD ITPOBEPKY BO3BPAIA€MOr0 MOIYIEM
3HAYEHMUSI:

- name: Stat /boot/grub
stat:
path: /boot/grub


https://oreil.ly/bLqah
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register: st

- name: Assert that /boot/grub is a directory
assert:
that: st.stat.isdir

Mopysb stat cobupaeTt nHpopmaluio o daiisie ¥ BO3BpaliaeT cIoBaphb, CO-
IepsKaliuii 1ojie stat CO 3HAUeHUSIMU, TTepeuYncIeHHbIMY B Ta0J1. 8.3,

Ta6bnuua 8.3. Bo3Bpallaemble 3Ha4eHUs Moayns stat (HekoTopble NAaTGopMbl MOTYT
[06aBNATb LOMNONHUTENbHbIE MONS)

Mone OnucaHue

atime Bpems nocnegHero pocryna K daviny B popmate meTok BpemMeHu Unix

attributes | Cnucok aTpubyToB daiina

charset Kopuposka cumBonoB B daine

checksum 3HayeHue xewa danna

ctime Bpems co3paHusa B dopmate MeTok BpeMeHu Unix

dev Yucnoson naeHTMdmKaTop YCTPOMUCTBA, FAe HAaXOAUTCA AAHHbIV MHOEKCHbIN y3en

executable True, eCM TeKYLWMI NONb30BaTeNb MMEET pa3pelleHne Ha BbinonHeHue danna

exists True, eCnu NyTb CyLlecTByeT

gid Yucnosor naeHTMdmKaTop rpynnbi-Bnagenbua

gr_name Mma rpynnbi-Bnagensua

inode Homep uHAeKkcHoro y3na

isblk True, ecnu daiin - cneumanbHbli dan 6GN0YHOrO YCTPONCTBA

ischr True, ecnu Gann — cneumanbHbli Gann CMMBONLHOO YCTPOMCTBA

isdir True, ecnu daiin - Katanor

isfifo True, ecnu hann — UMEHOBAHHbIN KaHan

isgid True, €CIM MAEHTUOMKATOP rpynnbl TEKYLLErOo NOMb30BaTeNs COBNAaAaeT C UAEeH-

TUHUKATOPOM Tpynnbl-BAALENbLA

islnk True, ecnu daiin - CMMBONMYECKas CCbIIKa

isreg True, ecnu daiin - 06bIYHbIN darn

issock True, ecnu daiin - cokeT goMeHa Unix

isuid True, ecnv aeHTUOUKATOP TeKyLLEro Nosb3oBaTeNs CoBnafaeT C MAeHTUDUKA-

TOPOM BnaaenbLla

1nk_source | Llenb CMMBOMMYECKON CCbINKM B yAaneHHoi $ainoBoi cuctemMe B HOPMasu30-
BaHHOM BMIE
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Mone Onucanune
Ink_target | Llenb cMMBONMYECKOM CCbUTKM
mimetype Tun dpanna
mode Pexnm poctyna k darny B Buae ctpoku (Hanpumep, «1177»)
mtime Bpems nocnepgHero nameHeHus B popmate MeTok BpemeHn Unix
nlink KonmuecTBo XecTknx CCbioK Ha dann
pw_name MMms nonb3oBaTens Bnagensua davina
readable True, €CIM AAHO pa3peLleHne Ha YTeHue A8 TeKyLLero nonb3oBaTens
rgrp True, €CIM AAHO pa3peLleHne Ha YTeHue AN rpynmbl
roth True, €CM AAHO Pa3peLleHne Ha YTEHUE A9 OCTaNbHbIX
rusr True, €CIM AAHO pa3peLleHne Ha YTeHUe 414 NoNb30BaTeNs-BnasenbLa
size Pasmep daiina B 6aiitax, ecnm 31o 06b14HbIN halin; 06beM AaHHbIX AN HEKOTOPbIX
cneumanbHbiX Gannos
uid Yuncnoeon naeHTMbuKaTop Nonb3oBaTens Bnagensua
wgrp True, €CIM AAHO pa3peLLeHMe Ha 3anuchb ANS rpynnbl
woth True, €CNM AAHO Pa3peLleHne Ha 3annch NS OCTaNbHbIX
writeable True, €CIM AAHO Pa3peLLEHNE Ha YTEHME 414 TEKYLLEro Nonb30oBaTens
wusr True, €CIM AAHO Pa3peLLeHME Ha 3anuCh A5 NONb30BaTENs-BNAAENbLA
Xgrp True, €CIM AAHO Pa3peLLEHME HA BbINOMHEHWE ANS TPYNMbl
xoth True, €CIM AAHO Pa3peLLEHME HA BbINOMHEHWE AN OCTaNbHbIX
Xusr True, €CIM AAHO pa3peLLEeHME Ha BbINONHEHWE AN NONb30BaTeNs

lMpoeepka cueHapus nepeod 3anycKkom

Komanpa

ansible-playbook Ioaep>kmBaeT HECKOJIbKO d)naFOB, TTO3BOJISIOIINX

MIPOBECTY MIPOBEPKY CIleHapus TIepe[ 3aIrycKoM. [Ipy UCTTOb30BaHUY ITUX
(bnaroB cuieHapuii He 3aITyCKaeTCsI.

lNMpoBepka cMHTaKcuca

Kak mokasaHo B mpumepe 8.4, ¢uiar - -syntax-check BKIIOUaeT IIPOBEPKY 0-
MMyCTMMOCTY CMHTAKCHCA CLieHapusl.

MNpumep

8.4. MNpoBepka CMHTakKcUca

$ ansible-playbook --syntax-check playbook.yml
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Cnucok xocTtoB

Kak nmokasaHo B nmpumepe 8.5, dar --1ist-hosts BBIBOAUT CIIMCOK XOCTOB,
Ha KOTOPBIX OYIEeT BBITTOMHITHCS CLIeHAPUIA.

Mpumep 8.5. Cnncok xocToB

$ ansible-playbook --list-hosts playbook.yml

MHOraa MOXHO MOAyYWTb pas3apaxkatoliee NpeaynpexneHue:

[WARNING]: provided hosts list is empty, only localhost
is available. Note that the implicit localhost does not
match 'all’

[WARNING]: Could not match supplied host pattern,
ignoring: db

[WARNING]: Could not match supplied host pattern,
ignoring: web

B peectpe gBHO pomkeH 6biTb YKa3aH XOTd Obl OAMH XOCT, MHA-
ye Ansible BepHeT 3T0 npenynpexaeHue, Aaxe ecin CLeHapui
BbIMOJTHAETCS TONbKO Ha IOKaNbHOM xocTe. [1pu nycToM peectpe
(HanpuMep, eciM UCMoNb3yeTcs CLeHapui AMHAMMUYECKON WH-
BEHTapU3aLUMM U B AAHHbIA MOMEHT HM OAMH XOCT HE 3anyLleH)
MOXHO MpefoTBpaTUTb NOsSIBAEHME 3TOro coobueHus, no6aBuB
B peecTp rpynmbi:

ansible-playbook --list-hosts -1 web,db playbook.yml

Cnucok 3apav

Kak nmoka3zaHo B mpumepe 8.6, dar --1list-tasks BBIBOAUT CIMCOK 3a/ady,
KOTOpbIE 3aITyCKaeT ClleHapuii.

Mpumep 8.6. Cnmncok 3agau

$ ansible-playbook --list-tasks playbook.yml

MBI y3Ke MCITO/Ib30BajIM 3TOT (j1ar B mpumepe 7.1 1711 BbIBOJA CITMCKA 3a1a4
B HallleM IIepBOM CLieHapuM, pa3BepThIBalOIeM IIpuaokeHne Mezzanine.
HamomHto ertie pa3s, 4To HM ¢ OOHUM 13 (aros, yIIOMMHAEMbIX B 3TOM pas-
Iene, KOMaHAA ansible-playbook He 3aITyCKaeT CIleHapUii, a TOIbKO IIpOBepsieT
ero.

PexxuMm npoBepku

®saru -C u - -check 3amyckarmT Ansible B pexcume nposepku (Takke U3BeCT-
HOM KaK dry run — CyXoii IpOroH), KOTOPbIi TOKa3bIBAET, MU3MeHMIa ObI Kaxk-
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gas 3agada COCTOsSTHME XO0CTa, HO ITPM 3TOM HUMKaKMe M3MeHeHM I Cl)aKTI/I‘IEC-
K He BBITIOJTHAIOTCS.

$ ansible-playbook -C playbook.yml
$ ansible-playbook --check playbook.yml

OnmHa 13 CI0XKHOCTeN MUCII0/Ab30BaHMSI peXuMa IIPOBEPKU — MpaBUIbHAs
OLIeHKA YCITEITHOCTY BBITTOJIHEHUS MOUIEAYIOIUX YacTell CleHapus, 3aBu-
CAUIUX OT BBIMIOJTHEHUS TPeabIAyIMX. EC/IM 3alIyCTUTD B PeKUMe IIPOBEPKU
cueHapuii U3 mpumepa 7.28, ToO OH BepHeT MPU3HAaK OIIMOKM, KaK [T0OKa3aHO
B mpuMepe 8.7, HOTOMY UTO JaHHAS 3a/iaua 3aBUCUT OT MpeabIayleli, ycTa-
HaBiuBamwiei mporpammy NGINX Ha xocT. Enile ojHa C/T0)KHOCTb: MOAYJIN,
UCIIOJIb3yeMble B CL€HapuUM, OOJDKHbBI TOANEpPKUBATh PEXUM IIPOBEPKH,
MHayYe MPoBepKa OyIeT TepreTh Heyaauy.

Mpumep 8.7. OwmnbKa Npm BbINOSIHEHUM KOPPEKTHOTO CLEHAPUA B PEXMME NPOBEPKU

TASK [nginx + create ssl certiﬁcates] P R R R R R R e
fatal: [web]: FAILED! => {

"changed": false
}

MSG:
Unable to change directory before execution: [Errno 2] No such file or directory:
b'/etc/nginx/conf’

ITogpob6Hee 0 MoAIepPIKKe peskMMa IPOBEPKU MOIY/ISIMU PACCKa3bIBAETCS
B I71aBe 19.

BbiBop, M3MeHeHuit B painax

®naru -D u -diff BBIBOAST MHMOPMAIINIO O JTIOOBIX M3MEHEHUSIX, CoeIaH-
HbIX B (pajimax Ha ymaJieHHOJ maiiHe. ITOT drar ymoO6HO MCIOIb30BaTh
BMECTE C --check, UTOOBI YBUIETD, Kak Ansible M3mMeHUT ¢ait B HOpMaTbHOM
pexnme.

$ ansible-playbook -D --check playbook.yml
$ ansible-playbook --diff --check playbook.yml

Eciu Ansible BHeceT M3MeHeHMs B Kakoii-To daiii (Harmpumep, UCTIONIb3YsI
TaKyue MOJYJIN, KaK copy, file, template U lineinfile), TO OHA MOKaKeT UX B GOp-
Mmare .diff:

TASK [mezzanine : create 3 1095 directory] kkkkkkkkkkkkkhhhkkkkkkhhhkkkkkkkhhkkk
--- before
+++ after
@@ '1:4 +1:4 @@
{
"path": "/home/vagrant/logs",
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"state": "absent"
+  "state": "directory"

}

changed: [web]

Tern

Ansible mo3BossieT H06aBAATH TErM K 3aJadyaM, POJISIM M OIeparysiM.
Hampumep, ciepyromas onepanusi OTMeYeHa TeraMu mezzanine ¥ nginx. (bac
MpeATIOUNTaET MCIIOIb30BaTh TETY HA YPOBHE poJieii 13-3a CJIOKHOCTU UX
MO IeP>KKY Ha YPOBHE 3a7ay.)

- name: deploy postgres on db
hosts: db
debugger: on_failed
vars_files:
- secrets.yml
roles:
- role: database
tags: database
database_name: "{{ mezzanine_proj_name }}"
database_user: "{{ mezzanine_proj_name }}"

- name: deploy mezzanine on web
hosts: web
debugger: always
vars_files:
- secrets.yml

roles:
- role: mezzanine
tags: mezzanine
database_host: "{{ hostvars.db.ansible_enp0s8.ipv4.address }}"
- role: nginx
tags: nginx

I[OﬁaBI/IB B KOMaHOYy (l)J'IaI' -t vmeHa_teroB MJIN --tags umeHa_teros, MOXXHO I10-
Tpe6oBaTh OT Ansible BBITTOJIHUTD TOJIBKO OIepaIy U 3a1aUi, OTMEeUEHHbIE
OIlpeae/IEeHHbIMM TeraMM, a JI[O6&BI/IB (bnar --skip-tags — MMPOITYCTUTD OIlepa-
UMK U 3amaun. BamisiauTe Ha npumMep 8.8.

Mpumep 8.8. Ucnonb3oBaHue Teros

$ ansible-playbook -tnxinx playbook.yml
$ ansible-playbook --tags=xinx,database playbook.yml
$ ansible-playbook --skip-tags=mezzanine playbook.yml
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OrpaHuyeHune 06cNy)XMBaeMbIX XOCTOB

YT0OBI OIPAaHMUUTH CITMCOK XOCTOB, HA KOTOPBIX OyIEeT BBITTOHSITHCS Clie-
Hapuit, MOKHO MCIIOMb30BaTh ¢uiar --limit. C ero Momoibio, HaIIpMUmep,
MOYKHO OpraHM30BaTh KaHapeeuHoe TecTupoBaHue (https://oreil.ly/seUXz) ¢ ipu-
MeHeHMeM IMOAPOOHOTO XypHaaupoBaHus. dmar --limit OrpaHMUYMBAET KPYT
XOCTOB, Ha KOTOPBIX OyIeT BBITIOJHSITHCS CIIeHAPUii B COOTBETCTBUM C yKa-
3aHHBIM BbIpakeHMeM. B mpocTeiiiiem crydae 3TO MOXKET ObITh MMST OTHOTO
X0CTa:

$ ansible-playbook -vv --limit db playbook.yml

OrpaHMYeHUs U TETU — OUeHb YA0OHbIe MHCTPYMEHTBI OTIAAKN, HO MMeTi-
Te B BUAY, UTO TET'U CJIOKHO MOAAep>K1BaTh B 60/bIIMX MaciiTabax. OrpaHu-
YyeHMs TaKKe OueHb IT0JIe3HbI JIJIS1 TECTMPOBAHMS U Pa3BePTbIBAHUS OT/IEJb-
HbIX yacTeit MHQPaCTPYKTYPBhI.

3aksoyeHue

B Ansible ecTb MHOXeCTBO CpeiCTB, TIOMOTAOIIMX B OTIaaKe. [Ipu mpaBuiib-
HOM JCIOJb30BaHMM OHM MOTYT ITOMOYb COKPATUTh BpeMsl, He0OXOIMOe
IJIST TECTUPOBAHMS KaKIoro uaMmeHeHyst. OHM TaksKe IIPUTOASITCSI BaM IpU
M3y4eHUM ClieHapueB, MpeICTaBJIeHHbIX B CJIeIYIONIMX IVIaBax.


https://oreil.ly/seUXz

naBa

Ponu: macwtabupoBaHue
cueHapues

Poau B Ansible — 3To0 0CHOBHOI MeXaHM3M JeJIeHMs ClieHapysl Ha OTHeIbHbIe
daiinbl. OHM YIIPOIIAIOT HAIIMCAHME CJIOKHBIX CIIEHAPMEB U UX ITOBTOPHOE
MCIIoNMb30BaHue. JIymaiiTe 0 posiiy Kak O 4eM-TO, IPUMEHSIEMOM K OITHOMY
MM HECKOJIBKMM XocTaM. Hampumep, xoctam, KOTOpbie O6YIyT BBICTYIIATh
B pOJIM cepBepoB 06a3 JAaHHBIX, MOXKHO IIPUCBOUTH POJIb database. OmHON U3
ocobeHHOCTel Ansible, BbI3bIBAIONIMX Y MEHSI BOCXUIIIEHNE, SIBJIIETCS Bep-
TUKaJIbHOE MacIITabMpoBaHMe — BBepX M BHM3. MaciuTabupoBaHue BHU3
IOMOTaeT YIPOCTUTh pPa3paboTKy OTAENbHBIX 3a7a4, a MacIITabMpoBaHue
BBEpX — JeJieHMe CJIOXKHBIX 3a7au Ha HebosblIyve vactu. Ponu obecrieun-
BalOT BO3MOXXHOCTb CTPYKTYPMPOBAHMS M HE COAEPKAT HUMKAKUX JAHHBIX,
crienUIHBIX 711 KOHKPETHOV MaIllMHbI, TO3TOMY MMM MOSKHO JAE€IUTHCS C
KOJJTETaM¥, peaju3youMu yIIpaBieHe CBOMMIM cepBepaMy 1 KOMOWHM-
PYIOIIVMMY POJIY B CBOMX COOCTBEHHBIX CII€HAPUSIX.

3mech s UMeI0 B BUJTY He KOJIMYeCTBO XOCTOB, a CJIOXKHOCTb aBTOMAaTU3UPY-
€MbIX 3a/1a4. B 9T0Ji I71aBe BbI HAyYUTECh OMMCHIBATH U MCITOIb30BaTh POJIM!

bazoeas cmpykmypa ponu

Ponb B Ansible nmeeT ums, HampumMep database. Daiiyibl, CBSI3AHHBIE C PO-
JIbIO database, XpaHSITCS B KaTasiore roles/database, comepskaiiieM cjieyrome
(paiipl M MOAKATAIOT N

defaults/
main.yml
files/
pg_hba.conf
handlers/
main.yml
meta/
main.yml
tasks/
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main.yml
templates/

postgres.conf.j2
vars/

main.yml

tasks
B katasnore tasks HaxomuTcs aiin main.yml, Cryskaiuii TOUKO BXoaa
IJIST MEeVICTBUIA, BBITIOJTHSIEMBIX POJIBIO.
files
ConmepskuT (haiibl U CIieHAPUY 1JISI BBITPY3KU Ha XOCTHI.
templates
ComepskuT (aiiibl 11abI0HOB Jinja2 ST BHIIPY3KM Ha XOCThI.
handlers
B karasore handlers umeetcst daitn main.yml, onucbIBaIONINii neii-

CTBMSA, KOTOPbI€ OOJDKHBI BBIIIOJIHATBHCA IIPU IMOJIYUYEHUNM YBEOOMJIEe-
HMIi 00 U3MEHEeHUSIX.

vars
[TepeMeHHbIe, KOTOPbIE OOBIYHO He AO/IKHBI ITePEeOTIPeIesSIThCSI.
defaults
[TepeMeHHbIE TI0 YMOJIYAHUIO, KOTOPbIE MOKHO IT€PEOTIPeIeUTD.
meta
Nubopmanus o posn.
Hwu ogviH KOHKpeTHbI Baiia He SIBJISIeTCST 00s13aTeTbHBIM ; HATTPUMED, eCIIN

poJib He MMeeT 06pabOTUMKOB, TO HET HEOOXOOMMOCTH CO3JaBaTh ITyCTO
daiin handlers/main.yml v COXpaHSITh €TO B PEITO3UTOPUMA.

lne Ansible 6yaeT uckatb Mou ponu?

Ansible nwet ponu B noakatanore roles, HaxoAAWEMCS B Nanke co CLEeHapueM.
CucTeMHble poniM MOXHO MOMECTUTb B KaTanor /etc/ansible/roles. Mectononoxe-
HME CUCTEMHbIX PO/iel MOXXHO M3MEHUTb, NepeonpenenvB NapaMeTp roles_path B
cekumnm defaults daiina ansible.cfg, kak nokasaHo B npumepe 9.1. Takas opraHu-
3auus NOMOraeT OTAENUTbL PONK, ONpefensiemMble B NPOEKTE, OT CUCTEMHbIX PONEN.

Mpumep 9.1. ansible.cfg: U3MeHeHWe NYTH K KATanory ¢ CUCTEMHbIMU
ponsmu

[defaults]
roles_path = galaxy_roles:roles

To ke camMoe MOXXHO CAeNaTh, UMEHUB NEPEMEHHYIO OKPYXXEHMS ANSIBLE_ROLES_PATH.
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lMpumep: pazeepmevieaHue Mezzanine
C ucnosb308aHuem poneii

Bo3bmeM 3a OCHOBY Halll ClleHapuli pa3BepTbiBaHMS Mezzanine 1 U3MeHUM
€ero, peajan30oBaB Pojn. MOsKHO 6b1I0 ObI CO34ATh €IMHCTBEHHYIO POJIb C Me-
HeM mezzanine, HO MbI IIOIeM AaJibllie U TOIIOJHUTENIbHO BbIAE/NMM pa3Bep-
ThIBaHMe 6a3bl JaHHbIX Postgres u Be6-cepBepa NGINX B oTmenbHbIe pon
C MMeHaMU database ¥ nginx COOTBETCTBEHHO. JTO YIIPOCTUT pa3BepThIBaAHNE
6a3bl JaHHBIX Ha XOCTe, OTIMYHOM OT XOCTa IJIsI MPUIoKeHus Mezzanine, 1
OTIeJINT 3aaul, CBSI3aHHbIE C pa3BepThIBaHMEM BeO-cepBepa.

Ucnonb3oBaHue ponen B CLEeHapUAX

[Ipexxme yeM TOTPY3UTHCS B AETAIU OIpeneeHUs poJieii, IOCMOTPUM,
KaK Ha3HayaTh POJIM XOCTaM B clieHapusix. B mpumepe 9.2 ripencraBjieH Halll
clieHapuii ajis pa3BepTbhiBaHMsI Mezzanine Ha eIMHCTBEHHOM XOCTe IIOCjIe
nobaBIeHNUs poiJieii database, nginx ¥ mezzanine.

Mpumep 9.2. mezzanine-single-hostyml

- name: Deploy mezzanine on vagrant
hosts: web

vars_files:
- secrets.yml

roles:
- role: database
database_name: "{{ mezzanine_proj_name }}
database_user: "{{ mezzanine_proj_name }}
- role: mezzanine
database_host: '127.0.0.1'
- role: nginx

YT0O6bI 3a71€/ICTBOBATH POJIN, B CIIEHAPUM JOJIKHA MMEThCS CEKITHSI roles CO
CIIMCKOM poJieii. B HamieM nmpumepe CIIMCOK COIEPXKUT TPU POJIN — database,
nginx M mezzanine.

O6paTuTe BHMMaHMe, KAK MOXKHO ITepeJaBaTh MepeMeHHbIe TP BbI30BE
posneii. B Hamiem nipyMepe Mbl miepefaeM PoOJiM database TiepemMeHHbIe data-
base_name U database_user. EC/iu 5TU miepeMeHHbIe yKe OmpeneeHbl i POin
(B vars/main.yml win defaults/main.yml), ux 3HaueHus 6yayT miepeorpenene-
HbI 3HAUEHUSIMHI, YKa3aHHbIMU 31€Ch.

Eciu pongMm He mniepefaroTcsl HUKaKue repeMeHHble, TO MOXKHO OIlpefe-
JINTh TOMBKO MMEHA POJieii, Kak 3TO CAeIaHo C POIbIO nginx B mpumepe 9.2.
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ITocie onipemeneHust poneii database, nginx U mezzanine IMCaTh CLieHAPUIA IJIST
pa3BepThIBAaHUSI BEO-TIPUIOKEHMST U 6a3bl JaHHBIX Ha HECKOJIbKMX XOCTax
CTAaHOBUTCS HAMHOTO TIpoire. B ripumepe 9.3 mmokaszaH ClieHapuii pa3sBepThi-
BaHMs 6a3bl JAHHBIX HA XOCTe db ¥ BEO-CITY>KObI HA XOCTE web.

Mpumep 9.3. mezzanine-across-hosts.yml

- name: Deploy postgres on db
hosts: db

vars_files:
- secrets.yml

roles:
- role: database
database_name: "{{ mezzanine proj name }}"
database_user: "{{ mezzanine proj name }}"

- name: Deploy mezzanine on web
hosts: web

vars_files:
- secrets.yml

roles:
- role: mezzanine
database_host: "{{ hostvars.db.ansible_enp0s8.ipv4.address }}"
- role: nginx

O6paTtuTe BHMMaHME, YTO ITOT CLiEHAPUII COHEPKUT [BE OTHEIbHbIE
onepauuu (play): «Deploy postgres on db» u «Deploy mezzanine on web».
Kaxxgas omepaiust MOKeT MPUMEHSITBCS K LIeJI0M IPyIIIe XOCTOB, HO Y Hac
TOJIKO OJJTHA MalllMHA B KasKA O IpyTIrie: cepBep db ¥ cepBep web.

I'Ipep.BapMTeanble U 3aK/1Il04UTEJIbHbIE 3a4a4uU

MHorma 1o My mocjie 3aIrycka poseit Tpe6yeTcst BhITIOTHUTh HEKOTOPbIE
3agaun. JIomycTuM, Heo6X0AMMO OOHOBUTD Kelll cIieTuepa apt mepeq, pas-
BepThIBaHMEeM Mezzanine, a Tocjie pa3BepThIBAHMS OTIIPABUTh YBeIOMIIe-
HMe B KaHas Slack.

Ansible BbITIONHSIET CIIeHAPUY B CJIeAYIONIEM TTOPSIAKE:

* 10 BbI30Ba JIIOOBIX POJIet BBITIOTHSIIOTCS 3a1aUM B CEKIIVU pre_tasks;

¢ 3aTeM BBIIIOJIHAIOTCSA POJIN B CEKIUM roles;

* Ji HAKOHeIl, IT0CJIe BbI30Ba pone171 BBIIIOJIHAOTCY 3a4aUM B CEKUMM post_
tasks.
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B nmpumepe 9.4 npencraBiieH clieHapuii pa3BepThiBaHMs Mezzanine C cek-
LIUSIMMU pre_tasks, roles U post_tasks.

Mpumep 9.4. Cnucku 3apay ANs BbINOJHEHUS 40 M MOC/E BbI30Ba ponen

- name: Deploy mezzanine on web
hosts: web
vars_files:
- secrets.yml

pre_tasks:
- name: Update the apt cache
apt:
update_cache: yes

roles:
- role: mezzanine
database_host: "{{ hostvars.db.ansible_enp0s8.ipv4.address }}"
- role: nginx

post_tasks:
- name: Notify Slack that the servers have been updated
delegate_to: localhost
slack:
domain: acme.slack.com
token: "{{ slack_token }}"
msg: "web server {{ inventory hostname }} configured."

Ho xBaTuT 06 MCIIOIb30BaHMUM POJIeii; IIOTOBOPUM JIyUlllie 06 MX Harmuca-
HUMN.

Ponb database png passeprtbiBaHMSA 6a3bl AAHHbIX

3amava ponu database — yCTaHOBUTDH Postgres u co3maTh 6a3y JaHHBIX U
I10/Ib30BaTeIA.
Bce acriekThl poniu database ONIpenesIIOTCS B CAeAY0UMX (aiinax:

» roles/database/defaults/main.yml;

» roles/database/files/pg_hba.conf;

» roles/database/handlers/main.yml;

» roles/database/meta/main.yml,
 roles/database/tasks/main.yml;

» roles/database/templates/postgresql.conf.j2;
 roles/database/vars/main.yml.

OTa posb BKIIOYAET JIBa 0COOBIX KOHDUTYpalMoHHBIX (aitia Postgres.
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postgresql.conf.j2
NsmeHseT 3alaHHbIN 10 YMOJIYaHUIO ITapamMeTp listen_addresses, UTO-
6bI cepBep Postgres mpuHMMas coeMHEHMs Ha JIIO60OM CETEBOM MH-
Tepdeiice. [To ymonuauuio Postgres mpMHMMaeT COeIMHEHUST TOTbKO
OT localhost, YTO HAM He IMOAXOINT, TaK KaK Hallla 6a3a JaHHBIX pa3-
BEPThIBAETCS HA OTHAEJIbHOM XOCTe.

pg_hba.conf

HactpanBaet peskum ayTeHTUdMKauuu B Postgres 1o ceTu C UCITOb-
30BaHMEM MMEHM TT0JIb30BaTeJs Y TIapoJis.

1 He NpMBOXY 34eCb 3TUX (HalNoB, NOCKObKY OHWM AOCTAaTOYHO
6onblune. Bbl HaloeTe nx B npumepax koda B katanore ch07 B
peno3utopuu GitHub (https://oreil.ly/PddOX).

Brpumepe 9.5 moka3aHbl 3aJjaui1, BOBJIeUeHHbIE B ITPO1IeCC pa3BepThIBAHMS
Postgres.

Mpumep 9.5. roles/database/tasks/main.yml

- name: Install apt packages
become: true
apt:
update_cache: true
cache_valid_time: 3600
pkg: "{{ postgres_packages }}"

- name: Copy configuration file

become: true

template:
src: postgresql.conf.j2
dest: [etc/postgresql/12/main/postgresql.conf
owner: postgres
group: postgres
mode: '0644'

notify: Restart postgres

- name: Copy client authentication configuration file
become: true
copy:
src: pg_hba.conf
dest: /etc/postgresql/12/main/pg_hba.conf
owner: postgres
group: postgres


https://oreil.ly/PddOX
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mode: '0640'
notify: Restart postgres
- name: Create project locale
become: true
locale_gen:
name: "{{ locale }}"

- name: Create a DB user
become: true
become_user: postgres
postgresql_user:
name: "{{ database_user }}"
password: "{{ db_pass }}"

- name: Create the database

become: true

become_user: postgres

postgresql_db:
name: "{{ database_name }}"
owner: "{{ database_user }}"
encoding: UTF8
lc_ctype: "{{ locale }}"
lc_collate: "{{ locale }}"
template: template

B npumepe 9.6 mokasaHo comepskumoe Qaiiia ¢ onpeneaeHUsIM 00pa-
60TUYMKOB, BBI3BIBAEMBIX ITPU IMOTYYEHUY YBEIOMIIEHI 00 M3MEHEeHUSIX.

Mpumep 9.6. roles/database/handlers/main.yml

- name: Restart postgres
become: true
service:
name: postgresql
state: restarted

EnyiHCTBEeHHAs ITlepeMeHHasi 10 YMOTYaHMI0, KOTOPYIO MbI OITpeiesinMm, 3a-
IaeT IOPT cepBepa 6a3bl JaHHBIX. OHA UCIOIb3yeTCs B 1Iab/IOHe postgresql.
conf.j2.

B npumepe 9.7 MOKHO BUIETh CIMCOK MAaKeTOB /151 yCTaHOBKM. OH BKJIIO-
yaeT camy 6asy JaHHbIX, KIMeHTcKue 6monmoteku C u Python, a Takske acl.

Mpumep 9.7. roles/database/defaults/mainyml

postgres_packages:
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- acl # gna become_user: postgres
- libpg-dev

- postgresql

- python3-psycopg2

lMakeT acl HeobxoamMM, Korga AN NOAKNOYEHMS U B become_user
MCNOMb3YIOTCS HEMPUBUIETMPOBAHHbIE YYETHbIE 3anucK. Moaynb
file cOxpaHseT Gainbl Ha XOCTe C pa3peLlleHnsaMu Nonb3oBaTens,
YCTAaHOBMBLLUETO COEAMHEHWUE, HO OHW [LOMKHbI ObITb AOCTYMHbI
L2191 YTeHWS NONb30BATESHO become_user. YTOObI pa3peLlwnTb AOCTYN
K darinam nonb3oBaTento become_user, Ansible 6yneT ucnonb3o-
BaTb KOMaHAy setfacl U3 naketa acl.

O6paTuTe BHMMAaHMe, UTO B CIIMCKE 3aJa4 MMEIOTCSI CChbIIKM Ha ITepeMeH-
HbIe, KOTOpbIe He OIpeAeIeHbl B POJIN:

e database_name;
e database_user;
e db_pass;

e locale.

[lepemeHHbIe database_name U database_user IlepemalOTCS B BBI3OB POJIMU
B npumepax 9.2 u 9.3. IlepemeHHas db_pass OymeT orpenesneHa B (aiiie
secrets.yml, KOTOPbIVi BKJIIOUEH B CEKIINIO vars_files. [lepeMeHHast locale, Be-
POSITHO, OYAET MMEeTh OJHO M TO JKe 3HaueHMe JJIs BCeX XOCTOB M MOXKET
MCII0/Ib30BaThCSI PA3HBIMU POJISIMU WJIU ClLleHAPUSIMU, TIO3TOMY MbI OIIpe-
nenum ee B daitne group vars/all.

3aueM ABa pasHbix cnocoba onpeaeneHus
nepeMeHHbIX B ponax?

Korga B Ansible BnepBble nosBmnach NoaAepKKa ponen, NnepeMeHHble AN HUX
MOXHO ObI10 OnpenennTb ToNbKo B vars/mainyml. NepemeHHble, 00bsBNEHHbIE
B 3TOM daiine, umenn bonee BbICOKMI NMPUOPUTET, YEM NEPEMEHHbIE B CEKLMU
vars cueHapus. To eCTb X MOXHO 6bl0 NepeonpenenuTb, TONbKO Nepeaas B
BbI30B PO/ B BMAE apryMeHTa.

Mo3pHee B Ansible NosSIBUNOCH NOHATUE MEPEMEHHbIX MO YMONYAHUID ANS PO-
newn, onpepensemblx B defaults/main.yml. lNepemMeHHble 3TOro TMNA onpeaens-
t0TCS B PONISIX U UMEKOT HU3KMI NPUOPUTET — MX MOXKHO MepeonpenenunTb, ecim
00bSABUTL 3TU XE NEePEMEHHbIE C APYIMMU 3HAYEHUSIMU B CLLEHAPUM.

Ecnn Bbl cuMTaeTe, YTO 3HAYEHME MEPEMEHHOM B POSIM MOXKET MOHAZ0OMUTHCS
M3MEHUTb, 0ObSBUTE €€ Kak MePEMEHHYIO MO YyMOYaHuIo. ECiv nepeMeHHble He
LOMKHbI U3MEHSATLCS, 0ObABAANTE UX KaK 0ObIYHbIE MEPEMEHHbIE.
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Ponb mezzanine ansa passeptbiBaHus Mezzanine

3amava ponu mezzanine — ycTaHOBKA Mezzanine. Ciofa BXOASAT YCTaHOBKA
NGINX B KauecTBe 06paTHOTO IMPOKCH M Supervisor B KauecTBe MOHUTOPA
MPOIIECCOB.

Huke riepeuncieHsl Gaiiibl, peaanu3yolye poib:

» roles/mezzanine/files/setadmin.py;

» roles/mezzanine/files/setsite.py;

» roles/mezzanine/handlers/main.yml,
 roles/mezzanine/tasks/django.yml;

» roles/mezzanine/tasks/main.yml,

» roles/mezzanine/templates/gunicorn.conf.pyj2;

» roles/mezzanine/templates/local_settings.py.filters.j2;
» roles/mezzanine/templates/local_settings.py.j2;
 roles/mezzanine/templates/supervisor.conf.j2;
 roles/mezzanine/vars/main.yml.

B mpumepe 9.8 mokasaHbl IepeMeHHbIe MJis JaHHOV ponu. O6pature
BHMMAaHIe, YTO MbI M3MEHWIM UX MMEHa TakK, YTOObl OHM HAUMHAJINUCh C
mezzanine. 3TO Xopolilee MPaBUIO BbIOOpA MMEH IepeMeHHbIX JJISI POJIei,
MOCKOJIbKY B Ansible HeT OTe/IbHOTO MPOCTPAHCTBA UMEH IJisl posieii. ITO
3HAUUT, UTO ITIepeMeHHbIe, OObSIBIIEHHBIE B IPYTUX POJISIX WM THAE-TO elle B
CIleHapuu, OyIyT TOCTYITHBI ITOBCEMECTHO, UTO MOSKET ITPUBOINUTD K HEXKeJIa-
TeJIbHbIM TMOCTeNCTBUSIM, eC/i CJIy4aiiHO MCIO0JIb30BaTh OAHO U TO K€ UMS
riepeMeHHOJ B IBYX Pa3HbIX POJISIX.

MNpumep 9.8. roles/mezzanine/vars/mainyml

# 0ain C nepemeHHLIMA 474 mezzanine

mezzanine_user: "{{ ansible_user }}"

mezzanine_venv_home: "{{ ansible_env.HOME }}/.virtualenvs"
mezzanine_venv_path: "{{ mezzanine_venv_home }}/{{ mezzanine_proj_name }}"
mezzanine_repo_url: git@github.com:ansiblebook/mezzanine example.git
mezzanine_settings_path: "{{ mezzanine_proj_path }}/{{ mezzanine_proj_name }}"
mezzanine_reqs_path: '~/requirements.txt'

mezzanine_python: "{{ mezzanine_venv_path }}/bin/python"

mezzanine_manage: "{{ mezzanine_python }} {{ mezzanine_proj_path }}/manage.py"
mezzanine_gunicorn_procname: gunicorn_mezzanine

[ToCKOMBKY CITMCOK 3a7a4 AOBOJIBHO IJIMHHBIN, MbI PEIIVIIM Pa30UTh ero
Ha HeCKOJbKO (aiioB. B mpumMepe 9.9 mokasaHa 3ajaua BepXHETO YPOBHS
IJIST ponu mezzanine. OHA yCTaHABAMBAEeT IMAKeThI apt, 4 3aTE€M UCIIONIb3yeT
orepaTopsl include J7IsT BBI3OBA 3a4,a4 M3 ABYX APYTUX (aiIOB, HAXOISIIIVIXCS
B TOM JKe KaTaJIoTe ¥ MOKa3aHHbIX B TpuMepax 9.10 m 9.11.



196 <« [nasa9.Ponu: MacwrabupoBaHue cueHapues

Mpumep 9.9. roles/mezzanine/tasks/main.yml

- name: Install apt packages
become: true
apt:
update_cache: true
cache valid_time: 3600
pkg:
- git
- libjpeg-dev
- memcached
- python3-dev
- python3-pip
- python3-venv
- supervisor

- include_tasks: setup.yml
- include_tasks: django.yml

Mpumep 9.10. roles/mezzanine/tasks/setup.yml

- name: Create a logs directory
file:
path: "{{ ansible_env.HOME }}/logs"
state: directory
mode: '0755'

- name: Check out the repository on the host
git:
repo: "{{ mezzanine repo url }}"
dest: "{{ mezzanine_proj_path }}"
version: master
accept_hostkey: true
update: false
tags:
- repo

- name: Create python3 virtualenv
pip:
name:
- pip
- wheel
- setuptools
state: latest
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virtualenv: "{{ mezzanine venv_path }}"

virtualenv_command: /usr/bin/python3 -m venv
tags:

- skip_ansible lint

- name: Copy requirements.txt to home directory
copy:
src: requirements.txt
dest: "{{ mezzanine_regs_path }}"
mode: '0644'

- name: Install packages listed in requirements.txt
pip:
virtualenv: "{{ mezzanine venv_path }}"
requirements: "{{ mezzanine_reqs_path }}"

Mpumep 9.11. roles/mezzanine/tasks/django.yml

- name: Generate the settings file
template:
src: templates/local_settings.py.j2
dest: "{{ mezzanine_settings_path }}/local_settings.py"
mode: '0750'

- name: Apply migrations to database, collect static content
django_manage:
command: "{{ item }}"
app_path: "{{ mezzanine_proj_path }}"
virtualenv: "{{ mezzanine venv_path }}"
with_items:
- migrate
- collectstatic

- name: Set the site id

script: setsite.py

environment:
PATH: "{{ mezzanine_venv_path }}/bin"
PROJECT DIR: "{{ mezzanine_proj_path }}"
PROJECT_APP: "{{ mezzanine_proj_app }}"
DJANGO_SETTINGS_MODULE: "{{ mezzanine_proj_app }}.settings"
WEBSITE_DOMAIN: "{{ live_hostname }}"

- name: Set the admin password
script: setadmin.py
environment:
PATH: "{{ mezzanine_venv_path }}/bin"
PROJECT_DIR: "{{ mezzanine_proj_path }}"
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PROJECT_APP: "{{ mezzanine_proj_app }}"
ADMIN_PASSWORD: "{{ admin_pass }}"

- name: Set the gunicorn config file
template:
src: templates/gunicorn.conf.py.j2
dest: "{{ mezzanine_proj_path }}/gunicorn.conf.py"
mode: '0750'

- name: Set the supervisor config file
become: true
template:
src: templates/supervisor.conf.j2
dest: /etc/supervisor/conf.d/mezzanine.conf
mode: '0640'
notify: Restart supervisor

- name: Install poll twitter cron job

cron:
name: "poll twitter"
minute: "*/5"

user: "{{ mezzanine_user }}"
job: "{{ mezzanine_manage }} poll_ twitter"

EcTb cylllecTBeHHAs pa3HMIA MEXIY 3aJadyaMy, 0ObsIBIEHHBIMY B POJIN,
" 3aJavyamMiu, OOBSIBJIEHHBIMM B ClieHapuy Kak o0buHO. OHA KacaeTcst MC-
M0JIb30BaHUS MOIYJIel copy, script U template. Korma Momysb copy MM script
BBI3bIBAeTCS B 3amaue 1151 ponn, Ansible 6ymeT vckaTh daiiibl B KaTaaorax
B TOM IIOpPSIAKE, B KAKOM OHM IepeuncieHbl HUKe, U UCII0JIb30BaTh [IePBbIi
HalgeHHbIN. [TyTU K 9TUM KaTajoramM OTK/Ia[bIBAIOTCS OTHOCUTEIbHO KaTa-
JIoTa CO ClieHapueM BepXHero ypoBHSI.

» ./roles/role name/files/;

e ./roles/role name/;

» ./roles/role name/tasks/files/;
» ./roles/role name/tasks/;

o ./files/;

o /.

AHaJIOTMYHO, KOTJja MOJIYJIb tenplate BLI3BIBAETCS B 3a/1aue 1)1t posiu, Ansible
CHavasia TIPOBEPUT KaTajor <ums_ponu>/templates, a 3atem playbooks/
templates (Hapsity C MeHee OUeBUAHBIMM Karajoramu). TakuM CIOCO-
60M ponu ompenensitoT Gaiiyibl M0 YMOTYaHUIO B CBOMX KaTasorax files/ u
templates/, HO BbI He MOXKETe IMPOCTO 3aMeHUTD UX (aitaMu B ToJKaTamorax
files/ u templates/ TipoexTa.
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OTO 3HAUYUT, YTO 3a/a4a, KOTOpas paHbIIe ObLIa omnpengejeHa B CieHapun
Tak:

- name: Copy requirements.txt to home directory
copy:
src: files/requirements.txt
dest: "{{ mezzanine_regs_path }}"
mode: '0644'

Terepb, KOIJIa OHA BbI3BIBAETCSI B POJIM, OJKHA BBIIVISIIETh Tak (06paTuTe
BHMMaHMe Ha M3MEHUBIINIICS ITapaMeTp src):

- name: Copy requirements.txt to home directory
copy:
src: "{{ files_src_path | default() }}requirements.txt"
dest: "{{ mezzanine_regs_path }}"
mode: '0644'

files_src_path — 9TO mepeMeHHasl, XpaHsIIas IyTh, KOTOPbI/I MOXHO Ilepe-
ompenennThb. JTa epeMeHHas! MOXeT TaKKe XPaHUTD ITyCToe 3HAaUeHMe [IJIs
peanusauuy MoBeAeHUs M0 YMOMYaHMI0. Takoil BapMaHT MUCIIOIb30BaHUS
TepeMeHHbIX C MyTSIMM K daiiaam 1 mabaoHam B Possx mpeayioskmi (https://
oreil.ly/Wgl9l) PamoH ne 1a ®ysHte (Ramon de la Fuente).

B mpumepe 9.12 nokasaH ¢aita 06paboTUMKOB. T 06PabOTUMKM BbI3bI-
BAIOTCS, KOTIa MOCTYTAOT yBeAOMIeH!sI 00 M3MeHeHMsIX.

Mpumep 9.12. roles/mezzanine/handlers/main.yml

- name: Restart supervisor
become: true
supervisorctl:

name: gunicorn_mezzanine
state: restarted

MbI He 6yeM IPUBOANUTD 3/1eCh (aiiibl I1abJI0HOB, TOCKOIbKY OHM OCTa-
JINCh T€MM e, UTO U B TMIpeAbIAyIeil IJlaBe, XOTsS MMeHa HeKOTOPbIX Iepe-
MEHHBIX M3MEHUINCh. 3a TOMOTHUTENIbHOM MHbOopMaIMeil obpamaiTech K
npuMepam Koja, ipuiaraeMbiM K KHUTe (https://oreil.ly/PddOX).

Co30aHue ¢paiinos u kamasnaoz0e poseii ¢ NOMOWbIO
ansible-galaxy

B cocraB Ansible BXoguT ellle 0iVH MHCTPYMEHT KOMaHIHO¥ CTPOKU, O KO-
TOPOM MbI MIOKA He TOBOPUJU. ITO ansible-galaxy. ET0 OCHOBHOe Ha3Haue-
HMe — 3arpy3Ka pojieii, KOTOPbIMMU MOJeIMINCh WIeHbl coobmiectBa Ansible
(https://galaxy.ansible.com/), Togpo6Hee 06 3TOM UyTh Mo33ke. Ho ¢ ero momorpio


https://oreil.ly/WgI9l
https://oreil.ly/WgI9l
https://oreil.ly/PddOX
https://galaxy.ansible.com/
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Takke MOKHO CTeHepMpoBaTh Haua/JbHbI Habop (aitjaoB 1 KaTaJoros IJIs
ponn:

$ ansible-galaxy init --init-path playbooks/roles web

[TapameTp --init-path COOOIIAET MECTOIOMOXKEeHMe Kartayiora roles. Ecim
€ro OIYCTUTh, TO ansible-galaxy co3macT ¢ailyibl B TEKYIIEM KaTajore. Jta
KOMaH/Ia CO371acT caeaylome (aiiabl 1 KaTaaoTu:

playbooks
|___ roles
web
|— README.nd
|— defaults
| |___ main.yml
|— files
|— handlers
| |___ main.yml
|— meta
| |___ main.yml
|— tasks
| |___ main.yml
|— templates
|— tests
| |__ inventory
| |___ test.yml
| vars

|___ main.yml

3asucumsble poau

[TpencTraBbTe, UTO Y HAC €CTh JIBE POJIU — web U database, — 11 00€e TPeOYIOT yCcTa-
HOBKM cepBepa NTP!. Mbl Mor/iu 661 oricaTh ycraHOBKY NTP-cepBepa B 06e-
UX POJISIX, HO 3TO ITPUBEJIO ObI K IyOJMPOBAaHMIO KOAA. MbI MOIJIM ObI OITpe-
IeMUTb OTAENbHYI0 POJIb ntp, HO TOrJa HAM IPUILIOCH Obl IOMHUTD, YTO,
3aITyCKasi pojin web U database, MbI TaKKe JOJIKHBI 3aITyCTUTh POJIb ntp. Tako
roaxon 136aBuiI ObI OT IyOJMPOBAHMS KOJA, HO OH YpeBaT OIMOKaMM, 10-
CKOJIBKY MOXXHO 3a0bITh BbI3BAaTh POJIb ntp. B A€iCTBUTEILHOCTY HAM HY3KHO,
YyTOOBI POJIb ntp BCEra MpMCBaMBaJIaCh XOCTaM, KOTOPbIM MPUCBAUBAIOTCS
poJiu web 1 database.

Ansible mognep>kuBaeT BO3MOXHOCTb OIpee/eHNs 3asucumocmeti Mex-
Iy pOISIMU IJ1s1 TOJO0OHBIX CyiydaeB. Omipefesnsis pojib, MOXKHO YKa3aTb, UTO
OHAa 3aBYICUT OT OJHOVi MJIM HECKOJIbKUX APYIUX poJieii, a Ansible mosabotuTt-
CS1 0 TOM, UTOOBI 3aBUCYMbIE POJIV BBITTOTHSIUCH ITEePBbIMMA.

! NTP (Network Time Protocol) — IpOTOKOJI CeTeBOTO BPEMEHU, UCIIONb3YeTCsl IJisi CUHXPOHM3AIN

BpPEMEHI.
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[Tpomoskast Hall MpUMep, JOMYCTUM, UTO MbI CO3[1aIM POJIb ntp, HACTpau-
BAIOIIYI0 XOCT JIJISI CMHXpOHM3a1uu 4acoB ¢ cepepoM NTP. Ansible rmosBo-
JisileT mepefaBaTh MapamMeTpbl 3aBUCUMBIM POJISIM, TTIO3TOMY IIpeACTaBUM,
4TO MbI niepenanu aapec cepsepa NTP 3Toi posiu Kak rmapamerp.

VKaykeM, 4TO pOJjIb web 3aBMCUT OT POJIM ntp, co3aaB daiin roles/web/meta/
main.yml v ;o6aBMB B HETO POJIb ntp C TApaMeTPOM, KaK IIOKa3aHO B IIpMUMe-
pe 9.13.

MNpumep 9.13. roles/web/meta/main.yml

dependencies:
- { role: ntp, ntp_server=ntp.ubuntu.com }

TakuM cIIoco60M MOKHO OTIpeIeSIUTh HECKOJIBKO 3aBUCUMBIX poJieii. Ha-
npumep, ecyiu 661 y Hac 6bl1a pOJTb django ISl yCTAHOBKM BeO-cepBepa Django
¥ MBI XOTeJM ObI OTIPEIEINTD POJIN nginx U memcached KaK 3aBMCUMOCTH, TOTIA
(daiin MeTamaHHbBIX PO BIT/ISIAEN Obl, KaK ITOKa3aHOo B mpuMepe 9.14.

MNpumep 9.14. roles/django/meta/main.yml

dependencies:
- { role: web }
- { role: memcached }

3a 6osee moapo6HOI MHGOpPMaLMelil 0 3aBUCUMOCTSIX MEXKIY POJISIMU B
Ansible o6pamaiiTech K obuiaabHOM JoKyMeHTauu (https://oreil.ly/3nJ4K).

Ansible Galaxy

Eciu BaM MOHag06MUTCS YCTAHOBUTD HA BalllM XOCTBI POTPaMMHOe obecrie-
YyeHMe C OTKPBITHIM UCXOAHBIM KOIOM, TO BIIOJTHE BEPOSITHO, UTO KTO-TO y3Ke
Harmcan poib Ansible myst aToro. Xots pa3paboTka ciieHapueB ISl pa3Bep-
TBIBAHMSI MIPOTPAMMHOI0 ObecrieueHus] He 0COOeHHO C/I0KHA, HEKOTOpPbIe
CUCTEMbI 1eiCTBUTEIbHO TPeOYIOT CJIOKHBIX MPOLIeIyP Pa3BepThIBaHMSI.

Ecsiu BbI 3aX0TUTE UCII0Ab30BaTh POJib, HANIMCAHHYI0 KEM-TO IPYTUM, UIN
MPOCTO MOCMOTPETh, KaK KTO-TO APYTO¥i pelns MoXoxylo 3amauy, Ansible
Galaxy momoxkeT Bam B 3TOM. Ansible Galaxy — 3TO XpaHWIMIIE poJieit
Ansible ¢ OTKPBITBIM MCXOAHBIM KOIOM, ITOIOJHSIEMOE WIeHaMM CO0OIIe-
crBa Ansible. Camu ponu xpansitcest Ha GitHub. https://galaxy.ansible.com — 11eHT-
pasIbHbIN BeO-caiiT AJyig KoHTeHTa Ansible, a ansible-galaxy — MHCTPYMEHT MH-
Tepdeiica KOMaHIHON CTPOKN.

Be6-untepdeiic

VccnemoBaTh JOCTYIHBIE POIM MOXKHO Ha caiite Ansible Galaxy (http:/
galaxy.ansible.com). Galaxy roggepskmMBaeT OOBIUHBI TEKCTOBBIN MTOMCK, a TAKKE
buIbTpaIMIo 1Mo KaTeropmu uin pa3paboTunKy.


https://oreil.ly/3nJ4K
https://galaxy.ansible.com
http://galaxy.ansible.com
http://galaxy.ansible.com
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UHTepdeiic KOMaHAHOMU CTPOKMU

VHCTpyMEeHT KOMaHAHOW CTPOKM ansible-galaxy TTO3BOJISIET 3arpyskaThb
ponu c caiita Ansible Galaxy mnu co3aBaTh CTaHAAPTHYIO CTPYKTYPY KaTa-
JIOTOB JJ1s ansible-role.

YcraHoBKa ponu

JormycTyM, BbI PEUIVJIV YCTAHOBUTH POJIb ntp, HATIMCAHHYIO TOJIb30BaTe-
neMm GitHub ¢ umenem oefenweb (Muia Tep CmutTeH [Mischa ter Smitten],
ONIVIH U3 CaMbIX aKTMBHbBIX aBTOPOB Ansible Galaxy). DTa posib HacTpauBaeT
XOCT [IJ11 CMUHXPOHM3a1Mu 4acoB ¢ cepeepom NTP.

YcTaHOBUTE POJIb KOMAHAOI ansible-galaxy install.

$ ansible-galaxy install oefenweb.ntp

[IporpammMma ansible-galaxy MO YMOSYAHMIO YCTAHABAMBAET PO B IePBbIN
KaTaJIoT 13 IIepeuncIeHHbIX B roles_path (cm. Bpe3ky «I'me Ansible 6ymeT mc-
KaTb MOM pOJIK?» B HayaJle IJIaBbl), HO BbI MOXKeTe M3MEeHUTh KaTayor yCTa-
HOBKMU, 100aBMB mapameTp -p (IIpU 3TOM BCe HeOOXOAMMble MOAKATAIOTU
OyIyT cO3aHbl aBTOMAaTUUECKM, €CJIV TIOTpedyeTcs).

Pe3ynbTaT JO/IKEH BBIT/ISIIETh TaK:

Starting galaxy role install process

- downloading role 'ntp', owned by oefenweb

- downloading role from https://github.com/Oefenweb/ansible-ntp/archive/v1.1.33.
tar.gz

- extracting oefenweb.ntp to ./galaxy_roles/oefenweb.ntp

- oefenweb.ntp (v1.1.33) was installed successfully

WHCTpyMeHT ansible-galaxy ycTaHOBUT aiibl ponu B galaxy roles/
oefenweb.ntp.

Ansible momecTUT HeKOTOpble MeTaJaHHbIe 00 YCTAHOBJIEHHOV POIN B
daiin ./galaxy roles/oefenweb.ntp/meta/.galaxy install info. Ha mammHe Baca
3TOT Al COmepsKUT:

install date: Tue Jul 20 12:13:44 2021
version: v1.1.33

Ponb oefenweb.ntp UMeET KOHKPETHbIV HOMEp BEPCUU, MOSTOMY OH
yKa3aH sBHO. HekoTopble ponu He MMelT HoMepa Bepcuu, Mno-
3TOMY A9 HUX BMECTO HOMEpPa BepPCUM YKA3bIBAETCS UMS BETKU
no ymonyaxuto B GitHub, Hanpumep main.

BbiBOA cnucka YCTAHOBJ/IEHHbIX poneﬁ
HOJIY‘-II/ITIJ CIIMCOK YCTaHOBJIEHHBIX pOJ'IEffI MOXKHO KOMaH/I0J1:

$ ansible-galaxy list
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OHa BBIBEHET POJIM B IOPSIIKE COPTUPOBKMU KJIloueil galaxy_info B meta/
main.yml, Kak MOKa3aHO HILKe:

# [Users/bas/ansiblebook/ch07/playbooks/galaxy_roles
- oefenweb.ntp, v1.1.33

# [Users/bas/ansiblebook/ch07/playbooks/roles

- database, (unknown version)

- web, (unknown version)

YpaneHue ponu
YOoanuTb poab MOXXHO KOMaHOJ remove:

$ ansible-galaxy remove oefenweb.ntp

TpeboBaHusa K opopmneHU0 ponen Ha NpakTUKe

OOLIenPUHSATON MPAKTUKOM CUMTAETCST TepeuncyieHne 3aBUCUMOCTel B
daiine c umeHem requirements.yml B Katasore roles, pacrioio>KeHHOM B T1ar-
Ke <kamanoz_npoexma>/roles/requirements.yml. Eciv 3ToT daia IpUCyTCT-
BYeT, TO ansible-galaxy aBTOMaTMUYeCKM YCTAHOBUT IlepeuyycIeHHble B HEM
poinn. Takoii ToaXo, IO3BOJISIET CChIIAThCS HA posiy B Galaxy miamn B npyrux
pero3uUTOpusIX M U3BJeKaTb UX BMeCTe C BallMM COOCTBEHHBIM ITPOEKTOM.
Iob6aBnenne nmoamepskku Ansible Galaxy ycrpaHseT He0OXOOMMOCTb CO3/1a-
Hus mogmonyneit Git 11t 4OCTMKeHUST 9TOTO pe3yibTaTa.

B crenywoiiem dbparMeHTe MepBbiii apamMeTp src ONpenesseT 3aBUCK-
MOCTb OT pOJin oefenweb.ntp (€C/IM MCTOUHMK POJIM OIpefe/ieH Tak, TO I10
yMOJTYaHMIO OHa OymeT 3arpykeHa u3 Galaxy). Bropoii mapameTp src MHU-
LMUPYET 3arpy3Ky posu docker HerocpencTBeHHo u3 GitHub; Ty ponb Harm-
can Ixxedd I'mpnunr (Jeff Geerling) — nsBecTHbI B coob1ecTBe Ansible cBo-
eii kuuroii «Ansible for DevOps, 2nd ed.» [LeanPub] u MHOrMMM posisiMu B
Galaxy. TpeTwnii 3arpyskaeT pojb 13 JOKaJIbHOTO pero3utopus Git. [TapameTp
name B (aitne requirements.yml MOKHO MUCIIOb30BaTh /ISl TIepeMMeHOBaHMS
poreii rmocsie 3arpy3Kiu.

- src: oefenweb.ntp

- src: https://github.com/geerlingguy/ansible-role-docker.git
scm: git
version: '4.0.0'
name: geerlingguy.docker

- src: https://tools.example.intra/bitbucket/scm/ansible/install-nginx.git
scm: git
version: master
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name: web

Kak noaenutbcsa cBoeu ponbio

YT06bI Y3HATH, KaK MOHEINTHCS CBOEH POJIbIO C APYTMMU WIeHAMM CO00-
mecTBa, oopamarnTrech K pasgeny «Contributing Content» (https://oreil.ly/IfLle)
Ha caifte Ansible Galaxy. ITocKOIbKY POy pacIionaraloTcsl B perno3muTopumn
GitHub, Bam rmotpebyeTcst cO34aTh CBOIO YYETHYIO 3aIMCh.

3aknroyeHue

Terepsb Bbl 3HaeTe, KaK UCIIOJIb30BaTh POJIA, CO3/1aBaTh COOCTBEHHbBIE PO U
3arpyskaThb pojiu, HarycaHHble IPYTrUMu. Poiy — MOIIHBI MHCTPYMEHT Op-
raHusanuu clieHapueB. Mbl T0OJIb3yeMCSI UMM TIOCTOSTHHO M HaCTOSITEJIbHO
peKoMeHIlyeM BaM ITOCTYIaTh Tak ke. Ecy Bbl OOHAPYKUTE, UTO KOHKPET-
HbIi pecypc, C KOTOPbIM BbI paboTaeTe, He uMmeeT posiu B Galaxy, To HAaNUIIN-
Te 3Ty POJIb U MOJEUTECH €10 C ApyruMu!


https://oreil.ly/lfLle

masa 1.0

CnoxHble cueHapuu

B mpepnpigyiieit rimaBe Mbl pacCMOTpeNM TMOMHOIEHHbIV clleHapuit Ansible
17151 pa3BepThiBaHMsg Mezzanine CMS. B aTom npumepe 6bUIM MCITOTb30Ba-
HbI cCaMble pa3Hble BO3MOXHOCTU Ansible, HO maneko He Bce. [laHHas rIaBa
pacckasbiBaeT O AOIOJTHUTENbHBIX BO3MOXKHOCTSX, IPeBpaIlasch B KiaJle3b
He MeHee I10/1e3HO0M MHpOopMaLn.

PeweHue npobnem ¢ HeudeMnomeHMHbIMU KOMAHOAMU

B rnaBe 7 MblI IIpeAIIOuIM OTKa3aThCSl OT KOMaHbI createdb manage.py, IIpeJi-
cTaBjieHHOM B ripumMepe 10.1, MOTOMY UTO OHa He SIBJISIeTCS UAEMITIOTEHTHOIA.

Mpumep 10.1. BoizoB kOMaHAbl django manage.py w3 createdb

- name: Initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

MpbI pemii 3Ty Mmpo6iieMy 3almyCKOM HECKOJbKUX WAEMITOTEHTHBIX
KOMaH[, django manage.py, KOTOPbI€ B KOMIIJIEKCe SKBMBAJIEHTHHI createdb. Ho
Kak ObITh, €C/IM HET MOMAYJISI C 9KBUMBAJIEHTHBIMM KOMaHAaMu? PemnTs Ty
Mpo6IeMy ITOMOTYT BbIpaskeHMsI changed_when U failed_when, MCIIOJIb3yeMble B
Ansible i1 06Hapy>keHMUSI U3MEHEHUST COCTOSTHUST MU OIMOOK.

CHayaJia Hy>KHO pa300paThbCsl, YTO BBIBOAUT KOMaH/Ia B TIePBbIii pa3, a 4To
BO BTOPOIA.

Kak MbI yKe [1es1aam 9TO B I71aBe 5, ;06aBMM BbIpakeHMe register IJIsT CO-
XpaHeHUsI B IepeMeHHOI BbIBOJA 3aauy, 3aBePIIMBIIENiCsS C OIIMOKO, U
BbIpakeHMe failed_when: false, YTOOBI MCKIIOUMUTh OCTAHOBKY CIl€HApus B
cryyae ommbku. Ciemom qo6aBMM 3aady debug, UTOOBI BHIBECTYM HA SKpaH
copepkumoe mepeMeHHOM. VI HakOHell, UCIOoJIb3yeM BbIpakeHue fail Ojis
OCTAaHOBKM ClLieHapysl, Kak IoKasaHo B rmpuMepe 10.2.

Mpumep 10.2. BoiBog pe3ynbTaTa BbIMONHEHUS 3a434M

- name: Initialize the database
django_manage:
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command: createdb --noinput --nodata
app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

failed when: false

register: result

- debug: var=result

- fail:

B npumepe 10.3 mokasaH BbIBOJ, CLIeHapUs OCJIe TIOTBITKY 3aITyCTUTh €0
BTOPOI1 pas.

Mpumep 10.3. BoiBog cLeHapus B Cyyae, ecnn 6a3a AaHHbIX yKe Co34aHa

TASK [debug] kkkkkkkkkkkhhhhhkkkhhhhhkkhhdhhhhkkddhhhhhbrhbhhhhdhrhddddhhrordkddidd
ok: [web] ==> {
"result": {
"changed": false,
"emd": "./manage.py createdb --noinput --nodata",
"failed": false,
"failed_when_result": false,
"msg": "\n:stderr: CommandError: Database already created, you probably want
the migrate command\n",
"path": "/home/vagrant/.virtualenvs/mezzanine_example/bin: /usr/local/sbin:/
usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin:/usr/games:/usr/local/
games: /snap/bin",
"syspath": [
" [tmp/ansible_django_manage_payload_hb62elie/ansible_django_manage_pay

load.zip",
"[usr/1ib/python38.zip",
"[usr/1ib/python3.8",
" [usr/1ib/python3.8/1ib-dynload",
" [usr/local/lib/python3.8/dist-packages",
" [usr/1ib/python3/dist-packages"

]
}
}

OTO MPOUCXOIUT MPU KasKIOM ITOBTOPHOM 3arrycke 3agauu. YToObl yBU-
IeTh, YTO IIPOUCXOIUT IIPU 3aITyCKe B TI€PBbIN pas, yaanuTte 6a3y JaHHBIX U
I03BOJIbTE CLIEHAPUIO BOCCO3aaTh ee. CaMblii ITPOCTOI cr10cob caeaTh 3TO —
3aITyCTUTh CIIelaIbHYI0 3a7auy Ansible, koTopas ymansiet 6a3y JaHHBIX:

$ ansible web -b --become-user postgres -m postgresql_db \
-3 "name=mezzanine_example state=absent"

Ecnu Tenepb 3amyCTUTH ClieHapuii, OH BbIBeAeT CTPOKM, TOKa3aHHbIE B
npumMepe 10.4.
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Mpumep 10.4. BoiBoz CcLieHapus Npu NepBoM 3anycke

TASK [debug] kkkkkkkkkkhkhhkkhkhhkhhkhhkhhkhkkhkhhkhhkhhkhhkkkhhhkhkkhkkhkkhkkkk

ok: [web] ==> {
"result": {

"app_path": "/home/vagrant/mezzanine/mezzanine_example",
"changed": false,
"emd": "./manage.py createdb --noinput --nodata",
"failed": false,
"failed when_result": false,
"out": "Operations to perform:\n Apply all migrations: admin, auth, blog,
conf, contenttypes, core, django_comments, forms, galleries, generic, pages,
redirects, sessions, sites, twitter\nRunning migrations:\n Applying
contenttypes.0001_initial... OK\n Applying auth.0001 initial... OK\n
Applying admin.0001_initial... OK\n Applying
admin.0002_logentry_remove auto_add... OK\n Applying
contenttypes.0002_remove_content_type name... OK\n Applying
auth.0002_alter_permission_name_max_length... OK\n Applying
auth.0003_alter user_email max_length... OK\n Applying
auth.0004_alter user_username_opts... OK\n Applying
auth.0005 alter user_last login_null... OK\n Applying
auth.0006_require_contenttypes 0002... OK\n Applying
auth.0007_alter validators_add error_messages... OK\n Applying
auth.0008_alter_user_username_max_length... OK\n Applying
sites.0001_initial... OK\n Applying blog.0001 initial... OK\n Applying
blog.0002_auto 20150527 1555... OK\n Applying blog.0003 auto 20170411 0504...
OK\n Applying conf.0001 initial... OK\n Applying core.0001 initial... OK\n
Applying core.0002_auto 20150414 2140... OK\n Applying
django_comments.0001_initial... OK\n Applying
django_comments.0002_update_user_email _field_length... OK\n Applying
django_comments.0003_add_submit_date_index... OK\n
Applying pages.0001_initial... OK\n Applying forms.0001_initial... OK\n
Applying forms.0002_auto_20141227_0224... OK\n Applying forms.0003 emailfield...
OK\n Applying forms.0004_auto_20150517_0510... OK\n Applying
forms.0005_auto_20151026_1600... OK\n Applying forms.0006_auto_20170425_2225...
OK\n Applying galleries.0001_initial... OK\n Applying
galleries.0002_auto_20141227_0224... OK\n Applying generic.0001_initial... OK\n
Applying generic.0002_auto_20141227_0224... OK\n Applying
generic.0003_auto_20170411_0504... OK\n Applying pages.0002_auto_20141227_0224...
OK\n Applying pages.0003_auto_20150527_1555... OK\n Applying
pages.0004_auto_20170411_0504... OK\n Applying redirects.0001_initial... OK\n
Applying sessions.0001_initial... OK\n Applying sites.0002_alter_domain_unique...
OK\n Applying twitter.0001_initial... OK\n\nCreating default site record: web
...\n\nInstalled 2 object(s) from 1 fixture(s)\n",
"pythonpath": null,
"settings": null,
"virtualenv": "/home/vagrant/.virtualenvs/mezzanine_example"
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}

O6paTuTe BHMMAaHMe, YTO KJIIOU changed MOydaeT 3HaUeHMUe false, XOTS
COCTOSTHME 6a3bl JAHHBIX M3MEHWIOCh. DTO OObSICHSIETCSI TeM, YTO MOAY/Ib
django_manage BCETJja BO3BPAIIAET "changed": false, KOT/Ia BBITIOTHSIET HEM3BECT-
HbI€ eMy KOMaH/Ibl.

MoskHO [06aBUTH BbIpaskeHMe changed_when, OTBICKMBAIOIEE TOICTPOKY
"Creating tables" B BO3BpalllaeMOM 3Hau€HMMU out, KaK MMOKA3aHO B MpUMe-
pe 10.5.

Mpumep 10.5. MepBas nonbiTka Lo6aBUTb changed when

- name: Initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"

register: result
changed_when: '"Creating tables" in result.out'

[Ipob6ema 3TOrO IMOAXOMA 3aK/IIOYAETCS B OTCYTCTBMM TE€PEMEHHOI out,
KOT/1a ClieHapuii BBITIOIHSIETCSI HOBTOPHO. DTO MOXKHO YBUIETh, BEPHYBIIIVCh
K mpuMepy 10.3. BMecTo Hee 06bsIBIIeHA IepeMeHHasI msg. ITO 03HAYAET, UTO,
3aITyCTUB ClieHapuii BO BTOPOJi pa3, OH BhIBEHET CJieayolee (He 0COOEHHO
MHGOPMAaTUBHOE) COOOIIEeHMEe 06 OmMbKe:

TASK: [In-'Lt-'La'L-'LZe the database] kkkkkkkkhkkhkhhkhkkhhkkkkhkkhrkhhkkhkkhkkkkkk

fatal: [default] => error while evaluating conditional: "Creating tables" in
result.out

3HAUNT, MbI TO/DKHBI YOEAUTHCS B MPUCYTCTBUM TI€PEMEHHO result.out,
Mpekae uem obpaiaTthes K Heil. EmyMHCTBeHHBIN CIToCco0 caenaTh 9TO:

changed_when: result.out is defined and "Creating tables" in result.out

Wnn, ecnn result.out OTCYTCTBYET, MOKHO MPUCBOUTH €i1 3HAUYEHUE I10
YMOJTYaHMIO C MOMOIIBIO Jinja2-uabTpa default:

changed_when: '"Creating tables" in result.out|default("")

OKOHYaTeNbHbII BapMaHT UOEMIIOTEHTHONM 3aJauy IMOKa3aH B IIpuMe-
pe 10.6.

Mpumep 10.6. VinemnoteHTHas 3agaya manage.py createdb

- name: Initialize the database
django_manage:
command: createdb --noinput --nodata

app_path: "{{ proj_path }}"
virtualenv: "{{ venv_path }}"
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register: result
changed_when: '"Creating tables" in result.out|default("")"

Qunempel

Qunempsl SIBISIOTCS 0COOEHHOCTHIO MexXaHM3Ma 1a610HOB Jinja2. [Tockosb-
Ky Ansible ucrnons3yer Jinja2 ajs ornpeneneHus 3HaYeHUI ITepeMeHHBIX U
11a6JIOHOB, BbI MOXKETE MCIT0/Ib30BaTh (PMIBTPHI BHYTPM CKOOOK {{ }} B BalllUX
ClleHapusIX, a Takke B ¢aiiax 1mabsoHoB. Vicrionb3o0BaHmue GUIbTPOB CXOKe
C UCIo/Mib30BaHueM KOHBeltepoB B Unix, rie repeMeHHas repenaeTcs: ye-
pe3 GuibTp. Jinja2 noamepskuBaeT HAOOP BCTPOEHHBIX (puabTpoB (https://oreil.
ly/7svtE). Kpome Toro, Ansible mo6asssier cBou ¢uabTpsl (https://oreil.ly/DIVWZ),
pacumpsist BO3MOKHOCTM (PUAbTPOB Jinja2.

[asiee Mbl paCCMOTPUM HECKOJIbKO (QUIBTPOB [JIs IIpUMepa, a YTOObI M0-
JYYUTD MOJIHBIN UX CIIMCOK, OOpalaiTech K ohuUIIMaIbHOM JOKYMEHTaLU
1o Jinja2 u Ansible.

®unbtp default

OubTp default — OOMH M3 CaMbIX IOJE€3HbIX. Er0 mpuMeHeHMe OeMOH-
CTpUPYET CIeNyIoINii MpuMep:

host: "{{ database host | default('localhost') }}"

Eciu mepeMeHHas database_host ompezeneHa, To Ha MeCTO (UTYPHbBIX CKO-
60K OyIeT MoICTaB/IeHO ee 3HaUYeHMe. Eciii oHa He ompezeneHa, 6yaeT moj-
cTaBjieHa CTpoka localhost. HekoTOpbIe QUABTPHI IPUHUMAIOT apryMeHTHI,
HEeKOTOpbIe — HeT.

®OunbTpbl ANA 3aperucTPUPOBAHHBIX NEPEMEHHbIX

IorycTuM, HaM HY3KHO 3aITyCTUTh 3a7jauy U BbIBECTHU ee Pe3y/bTarT, Jake
eIy OHa MoTepnuT Heygauy. OgHaKo ecau 3afaya BbITTOJIHUIACH C OIINO-
KOJi, He0OXOAMMO, UTOOBI ClleHapuii 3aBepIInICs cpa3y Mmocje BbIBOAA pe-
3ynbTata. B mpumepe 10.7 mokasaHo, KaK 3TOT0 JOOUTHCS, epenaB GUabTp
failed B aprymeHTe BhIpaskeHMIO failed_when.

Mpumep 10.7. Vicnonb3oBaHue Gunstpa failed

- name: Run myprog
command: /opt/myprog
register: result
ignore_errors: true

- debug: var=result

- debug:
msg: "Stop running the playbook if myprog failed"


https://oreil.ly/7svtE
https://oreil.ly/7svtE
https://oreil.ly/DlvWZ
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failed_when: result|failed

# nanee ciefynwT Apyrie 3afauv

B Ta6s. 10.1 mepeunciieHbl PUIBTPBI, KOTOPbIE MOKHO MCITOIb30BaTh JJISI
MIPOBEPKY CTATyCa 3apermcTPUPOBAHHbIX [I€PEMEHHBbIX.

Tabnuua 10.1. OunbTpbl ANg BO3BPALLAEMbIX 3HAYEHMI 334au

Uma Onucanune

failed True, eC1 3aa4a 3aBepLIMIach Heyaayen
changed True, eCv 334a4a BbINOMHMAA U3MEHEHUA
success True, ecnu 3a4aya 3aBepLunnach ycnewHo
skipped True, ecnu 3agaya 6bina nponyueHa

®PunbTpbl Ana nyTeii K ¢painam

B ta6s1. 10.2 rmepeuncieHbl GUIBTPHI 1JIsI pabOTHI C IEpeMEeHHbBIMU, COZIEP-
SKalMMu IyTH K daiiiam B ¢haitioBoii cucTeMe YIIpaBIsSIoleii MaliHbI.

Ta6bnuua 10.2. Ounbtpbl Ang paboTsbl € NyTIMuK K Garnam

Nmsa OnucaHue

basename ba3zoBoe umsa danna

dirname MyTb K panny nam katanory

expanduser MyTb K arny co 3HaKoM ~, 0603HaYAOLMM NYTb K AOMALLHEMY KaTanory
realpath KaHoHunueckunit nyTb K danny, paspeLiaet CUMBOAUYECKME CCbITKU

PaccmoTpum ciiemyromniuii pparMeHT ClieHapus:

vars:
homepage: /usr/share/nginx/html/index.html

tasks:
- name: Copy home page
copy:
src: files/index.html
dest: "{{ homepage }}"

O6paTuTe BHMMaHME, UYTO B HEM ABAKIbI YIIOMMUHAeTCs index.html: miep-
BbIli pa3 — B ONpeJieJiIeHUN TIepeMeHHOV homepage, BTOPOV — B OTIpeAeNeHUN
myTH K daiiry Ha yrpasisioleii MaliHe.

@uUIbTp basename JaeT BO3MOKHOCTD MOMYYUTh UMS aiina index.html, Boi-
IeJIMB €T0 U3 TIOJTHOTO ITyTH, UTO TIO3BOJIUT 3aMMcaTh ClieHapuii 6e3 IMoBTO-
peHust umeHu daiinal:

1

Criacu6o [xxony Ixxkapsucy (John Jarvis) 3a 9Ty mogckasKky.
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vars:
homepage: [usr/share/nginx/html/index.html

tasks:

- name: Copy home page
copy:
src: "files/{{ homepage | basename }}"
dest: "{{ homepage }}"

Co3paHune cob6cTBEHHOrO punbTpa

B HameMm npumepe pa3BepTbiBaHMs Mezzanine mbl co3ganu ¢aiin local
settings.py u3 1abiOHA, COLEepsKalllero CTPOKY, MOKa3aHHYK B IpuMe-
pe 10.8.

Mpumep 10.8. Crpoka m3 dawina local_settings.py, co30aHHOTO 13 WwabnoHa

ALLOWED_HOSTS = ["www.example.com", "example.com"]

Y Hac umeeTcs repemMeHHas domains CO CIIMCKOM MMeEH XOCTOB. IlepBoHa-
YaJIbHO MbI MICTIOJTb30BaJIN IIMKJI for, UTOOBI IIOTYUUTD ITY CTPOKY, HO C QUITb-
TPOM I1a6J10H OYIeT BhIIISIAETD elle U3SIIHee.

CyiecTByeT BCTPOeHHbIV GmIbTp Jinja2 ¢ MMeHeM join, KOTOPBIi 06be-
OVHSIeT CTPOKM M3 3aJaHHOIO CITMCKA, IePEeUnc/Iss MX 4yepes pas3meTnTeb,
HampuMep yepes 3arsITyio. K coxkasieHnio, 3TO He COBCEM TOT Pe3yJIbTaT, YTO
HaM HykeH. Eii mpuMeHUTS ero B 1rabaoHe:

ALLOWED_HOSTS = [{{ domains|join(", ") }}]

TO MBI ITOJTYYMM CTPOKM 6e3 KaBbIUeK, KaK IToKa3aHo B mpumepe 10.9.

Mpumep 10.9. MIMeHa XOCTOB NNLWIMANCH KaBblYeK
ALLOWED_HOSTS = [www.example.com, example.com]

Ecin 651 y Hac umesncst uibTp (cM. ipumep 10.10), 3aKT09aIONInii CTPO-
KM B KaBbIYKM, TOTHA MIAOJIOH CreHepupoBaja Obl CTPOKY, KaK MTOKA3aHO B
mpuMepe 10.8.

Mpumep 10.10. Micnonb3oBaHne hunbTpa 419 3aKNHYEHUS CTPOK B KaBblUKM
ALLOWED_HOSTS = [{{ domains|surround_by_guotes|join(", ") }}]

K coskanmenunio, roroBoro GuibTpa surround_by_quotes He cyIecTByeT. Ho MbI
MOsKeM HamucaThb ero camu. Ha camom gene Xsudu Can (Hanfei Sun) yske
packpbl 3TOT Borpoc Ha Stack Overflow (https://oreil.ly/Y5kqL).

Ansible uieT HecTraHmapTHbBIe GUIBTPBI B KaTasore filter plugins, Haxoms-
IeMcs B OAHOM KaTasore CO ClieHapUsSIMMU.

B nmpumepe 10.11 rmokasaHo, Kak BbIIJISIAUT peaanusanust puabTpa.


https://oreil.ly/Y5kqL
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Mpumep 10.11. filter plugins/surround_by quotes.py

"' B3ato no agpecy: https://stackoverflow.com/a/68610557/571517 '"'
class FilterModule():
""" Knacc FilterModule ponxeH uMmeTb meTop C umeHem filters
@staticmethod
def surround_by quotes(a_list):
"' 33KNHYAET B KaBbIKM KaxAbid SNEMEHT CMMCKa
return ['"%s"" % an_element for an_element in a_list]
def filters(self):
"' B03BpaWaeT CN0Bapb C MMEHaMM QWUAbTPOB
N COOTBETCTBYHUMMM UM peann3aumsmm '’
return {'surround_by quotes': self.surround_by quotes}

e

@yHKUMS surround_by_quotes peanusyeT GuiabTp Jinja2. Kmacc FilterMo-
dule ompepensieT MeTOf, filters, BO3Bpalllaloliii CI0Bapb ¢ MMeHaMM (PyHK-
UMii-GUIBTPOB U CChUIKAMM Ha COOTBETCTBYIOIIME UM peannsanuu. Kimacc
FilterModule OOecIieuMBaET NOCTYITHOCTH (PUIBTPOB 115t Ansible.

Kpome Toro, B Kartanor ~/.ansible/plugins/filter wiu /usr/share/ansible/
plugins/filter MO>XHO YyCTaHOBUTb CBOM ILJIarvHbl GUIBTPOB. Takke B Iepe-
MEHHOJ OKpY>KeHMsT ANSIBLE_FILTER_PLUGINS MOXKHO yKa3aTb JpYTOJii KaTasor,
r7e XpaHSITCS Ballly TJIaTUHBI.

[lononHUTe/IbHbIe TIPMMeEPbl ¥ JOKYMEHTAIMI0 C OMMCaHueM IUIaTMHOB
bunbTpoB MOKHO HaliTy B perosutopuu GitHub (https://oreil.ly/hGzbQ).

loocmaHoeKku

B npgeanbHOM Mupe Best mHGOpMAaLys 0 KOHPUTypauuy XxpaHuaach Obl B T1e-
pemeHHBbIX Ansible Be3ze, roe Ansible 1o3BosisieT onpenensaTh TepeMeHHbIe
(HaTmpMMmep, CeKIus vars B crieHapuu; (aiiibl, IepeuncieHHble B CeKLIUn
vars_files; (aitibl B KaTasorax host_vars wiu group_vars, KOTOpbIe MbI 06CYK-
Ilanu B I7IaBe 3).

VBbI, MMp HECOBepIleHEH, M MMOPOJ YacTb KOHGUTYpaIMy MOKHA Xpa-
HUTBCST B IPYTUX MeCTax, HalpuMep B TEKCTOBOM aiiie mau B daiiie .csv,
¥ BaM He XOTeJI0Ch ObI KOMMPOBATh 3TU JaHHbIE B TepeMeHHbIe Ansible, rmo-
CKOJIBKY B 9TOM CJTy4uae MPpUIeTCs MOAaepK1BaTh ABe KOMUM OTHUX U TEX JKe
IAaHHBIX, a Bl BepuTe B nmpuHuui DRY!. Bo3aMokHO, TaHHbBIE 1 BOBCE Xpa-
HSTCSI He B (paiiie, a B XpaHWINILE TUIIA KJTIOU/3HaUeHMe, TaKoM Kak Redis.
Ansible mognepskuBaeT QyHKIIMM N0OCMAHO8KU, TIO3BOJISIIONIIE YUTATh Ha-
CTPOVIKM U3 Pa3HBIX MCTOUHMKOB, & 3aTeM MCIIOIb30BaTh UX B CLIEHAPUSIX U
nabioHax.

DRY (ot aHr1. Don't Repeat Yourself) — «He MOBTOPsI/ATECH». ITOT TEPMMH GbI/T BBEIEH B 3aMeUaTeb-
Hot KHure «The Pragmatic Programmer: From Journeyman to Master» Ouapio XanTa u Iasuza Toma-
ca (Xawm 3., Tomac /[. IlporpaMMucT-riparMatuk. IIyTe OT mogmacrepbsi K mactepy. Jlopu, 2009. ISBN
5-85582-213-3,0-201-61622-X. — IIpum. nepes.).


https://oreil.ly/hGzbQ
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[TomyunThb MOMHBIN CIIMCOK GYHKIMI TTOACTAHOBKY MOYKHO KOMaH/I0¥:
$ ansible-doc -t lookup -1
[TepedyeHb BCTPOEHHBIX (PYHKIINIA ansible.builtin mpuBOmMTCS B Tabm. 10.3.

Ta6nmua 10.3. OyHKLUMM NOACTAHOBKK B ansible.builtin

Uma OnucaHue

config OTbICKMBAET TEKYLLME 3HAUYeHMs HacTpoek Ansible

csvfile 3anuck B daine .csv

dict BosBpaluaeT napbl kNtoy/3HaveHne n3 cnoeapei

dnstxt 3anucb B DNS tuna TXT

env MepeMeHHas oKpyxXeHuUs

file Conepxumoe danna

fileglob Cnucok ¢ainos C MMEHaMM, COOTBETCTBYHOLLMMU 06pa3Ly
first_found Bo3BpaluaeT nepBbii HalaeHHbIA dain u3 cnucka

indexed_1items

HEDEBaI'IMCbIBBET CMUCOK, YTOGDI BEPHYTb KMHAEKCUPOBAHHbIE 2/IEMEHTbI»

ini YuTaeT gaHHble u3 INI-darina

items Cnucok anemMeHToB

lines YuTaeT CTPOKM M3 BbIBOLA KOMAHAbI

list lpocTo BO3BpaLLaeT AaHHble, NONyYeHHbIE Ha BXOAe

nested CocTaBnsieT CNUCOK C BNIOXEHHBIMU 3N1EMEHTaMU U3 APYrMX CMUCKOB
password CnyyaltHo creHepMpoOBaHHbIM Naposb

pipe BbiBOA, KOMaHAbI, BbINOJHEHHOM IOKANbHO

random_choice Bo3BpaluaeT ciyyariHblii 31eMeHT U3 Cnumcka

redis 3HaueHue kntoya B Redis

sequence [eHepupyeT CNMUCOK M3 NOC/IeL0BATENbHbIX YMCEN

subelements 06xopn KNn4en B Cnmcke cnoBapen

template LabnoH Jinja2 nocne obpaboTku

together 06bennHseT CNUCKKU B CUHXPOHU3UPOBAHHbIN CMMCOK

unvault YunTaeT copepxxmmoe $hannos, 3awmdpoBaHHbIX C NoMoLLbto Vault
url BosBpaluaet cogepxxnumoe URL

varnames BbINoMHAET NOUCK NepeMeHHbIX C 33laHHbIMU UMEHAMMU

vars BbInonHaeT NoncK 3HauyeHu nepeMeHHbIX AN NOACTAHOBKM B WABNOH

YT006bI Y3HATD, KaK MOJb30BATHCST TOV VIV MHOM (QYHKIIMEN, BBITTOTHUTE

KOMaH/y:

$ ansible-doc -t lookup <ums nraeuna>

Bce marmHsl OACTaHOBKM BBIITOJIHSIIOTCS Ha ynpaBnmomeﬁ MallliHe, a
HE Ha yodaJIeHHOM XOCTe€.
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BhINOMTHUTD IMOACTAaHOBKY MOXXHO C IIOMOIIIbIO CbYHKLU/II/I lookup, IpMHMMA-
IolIeN 1Ba dprymMeHTa. HepBbe;I dPTYMEHT — 3TO CTpOKa C MMEHEM I10ACTa-
HOBKU, BTOpOVI — CTPOKa, comepKaliasad OOMH MJIM HEeCKOJIbKO apryMeHTOB,
KOTODpbIE ITepenarnTcdad B IMOACTAHOBKY. HaanMep, IIOACTAaHOBKY file MOJKHO
BbI3BATb TAK:

lookup('file', '/path/to/file.txt')

B cuieHapusix MOACTAHOBKY JO/DKHBI 3aK/IIOUATHCS B QUIYPHBIE CKOOKM
{{ }}, X TaK’)Ke MOKHO MCITOIb30BaTh B IIAGIOHAX.

B cienytonux pasgenax 6ygeT npeacTaBieH TOJTbKO KpaTKuii 0630p HEKO-
TOPBIX U3 JOCTYITHBIX MTOICTAHOBOK. Bosee 1moapo6Hy0 MHGOPMAaIINI0 MOXK-
HO HalTu B mokymeHTaiuu Ansible (https://oreil.ly/tnCmt).

file

HorrycTum, Ha yIIpaBJsIoONIeii MallMHe MMeeTCs TeKCTOBbI (aiia, co-
IepsKamuii OTKPBITIN SSH-K/TI0U, KOTOPBI/ HEOOXOAMMO CKOIIMPOBATh Ha
yoaneHHsblli cepep. B mpumepe 10.12 moka3aHo, KaK UCIIOAb30BaTh IOJ-
CTAHOBKY file AJIST UTeHUSI COePsKMMOTO (haiia 1 ero mepegaym MOAYIIO B
nmapamertpel.

Mpumep 10.12. Mcnonb3oBaHMe NOACTAHOBKM file

- name: Add my public key for SSH

authorized key:

user: vagrant

key: "{{ lookup('file', item) }}"
with_first_found:

- ~[.ssh/id_ed25519.pub

- ~/.ssh/id_rsa.pub

- ~[.ssh/id_ecdsa.pub

[TogcTaHOBKM Takke MOXKHO MCIIOb30BaTh B IMabjgoHax. Ecim morpe-
OyeTcsl MCIIOb30BaTh TOT Ke IMpueM IJisi cosmanust ¢aiiia authorized keys
C comepXuMbIM (haitia OTKPBITOTO K/KOYa, TO MOXKHO CO3JaTh I1a6JIOH
Jinja2, BeITIOMHSAONIMI MTOACTaHOBKY (mpumep 10.13), 1 3aTeM BbI3BaTb MO-
Iy7b template, KaK MoKa3aHo B mpumepe 10.14.

Mpumep 10.13. authorized_keys.j2
from="10.0.2.2" {{ lookup('file', '~/.ssh/id_ed25519.pub') }}

Mpumep 10.14. 3apaua, reHepupytowas Gann authorized_keys

- name: Copy authorized_keys template
template:

BoimosHuTe KOMaHay ansible-doc authorized_key, 4TOGBI y3HATD, KAK 3TOT MOIY/Ib MOKET TIOMOYb
3amUTUTh KoHbUrypanyio SSH.


https://oreil.ly/tnCmt
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src: authorized_keys.j2

dest: /home/vagrant/.ssh/authorized keys
owner: vagrant

group: vagrant

mode: '0600'

pipe

[TomcTaHOBKA pipe 3aIlyCKaeT BHEIIHIO MPOrpaMMy Ha YIIPaBJISIOIIE
MalllHe ¥ TIPMHMMAaeT ee BbIBOA. Hampumep, ¢ TOMOIIbIO MOICTAHOBKMU
pipe MOSKHO YCTAHOBUTDb OTKPBITBIN K/IIOU 110 YMOTYAHUIO JJIST TTOTb30BATEIS
Vagrant. Bce ycTaHOBJIEHHbIE 9K3€MILISIPBI vagrant TTOJTYYaAIOT OAVH U TOT JKe
daiin insecure_private_key, 6imaromapst uemy Jir0607 pa3paboTIMK CMOXKET MC-
MOJIb30BaTh MallHbl Vagrant. OTKPBITHIN KJII0Y MOKHO TTOTYYUTD C TIOMO-
b0 KOMaH/IbI, KOTOPYIO 3/1eCh MbI OTIPeIeIMIN KaK IepeMeHHYIO (UTOObI
130€eKaTh MPeaynpeskaeHNs O AJIMHE CTPOKN):

- name: Add default public key for vagrant user
authorized key:
user: vagrant
key: "{{ lookup('pipe', pubkey cmd ) }}"
vars:
pubkey cmd: 'ssh-keygen -y -f ~/.vagrant.d/insecure_private_key'

env
[TomcTaHOBKA env M3BJIEKAaeT 3HAUEHME TePEeMEHHOI OKPYKeHUs Ha
yrpasssiiomiei mamHe. Harmpumep:

- name: Get the current shell
debug: msg="{{ lookup('env', 'SHELL') }}"

ITockonbKy Bac mcrmonb3yeT KOMaHAHYI0 000JIOUKY bash, HA €ro mMallyHe
pe3y/nbTaT BbIJISIANUT TaK:
TASK: [Get the current Shell] kkkhkkhkkhkhkkhkhhhhhhhkhhrhhhhrhhkdhkhdhhrdhkdhid
ok: [web] ==> {
"msg": "/bin/bash"
}

password

[TomcTaHOBKA password BO3BpAIlaeT CyYaifHO CreHepUpPOBaHHbBIN Maposb
M 3amuchIBaeT ero B ¢aiij, ykasaHHbI B apryMmeHTe. Hampumep, ecin 1mo-
Tpe6yeTcs CO3JaTh MOIb30BaTels 6a3bl JTAHHBIX C MMEHEeM deploy U CTydaii-
HBIM I1apojIeM, a 3aTe€M 3amucaTh maposib B (aity pw.txt Ha ympaBisoliei
MallliHe, TO 9TO MOKHO CIeJIaTh TaK:
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- name: Create deploy user, save random password in pw.txt
become: true
user:
name: deploy
password: "{{ lookup('password', 'pw.txt encrypt=sha512 crypt') }}"

template

[TogcTaHOBKA template ITO3BOJISIET ITOJYUUTH PE3Y/IbTAT IPUMEHEHMS 1a0-
soHa Jinja2. Harmpumep, 151 11ab0Ha, rmpeacraBieHHoro B mpumepe 10.15:

Mpumep 10.15. message.j2
This host runs {{ ansible_facts.distribution }}
Cremyromias 3amava:

- name: Output message from template
debug:
msg: "{{ lookup('template', 'message.j2') }}"
BepHET TaKO pe3y/bTarT:
TASK: [Output message from template] kkkkkkkkkhhhhhkkhhhhhhhhkbhhhhhhkkhdddhhrs
ok: [web] ==> {
"msg": "This host runs Ubuntu\n"
}

csvfile

[TogcTaHoOBKa csvfile unTaeT 3amuch u3 daiina .csv. Jomyctum, y JloprHa
mmMeeTcst (aiis .csv, KOTOPBIN BBITJISIANT, Kak IToKa3aHo B mpumepe 10.16.

Mpumep 10.16. users.csv

username,ematil
lorin,lorin@ansiblebook.com
john, john@example.com
sue,sue@example.org

EMy HY>KHO OTy4MTh 371eKTPOHHBIN aapec Cbio (Sue), UCITOMb3ys IUIarvH
MOACTaHOBKM csvfile. [I7ISI 3TOr0 MOXKHO MCIIOb30BaTh IIJIarMH, Kak IOKa3aHO
HIDKe:

lookup('csvfile', 'sue file=users.csv delimiter=, col=1")

[TogcTaHOBKA csvfile — XOPOIIMIA IpUMep MOACTAaHOBKU, MPUHMMAOIIENn
HECKOJIbKO apryMeHTOB. B JaHHOM ciyuyae TularMHy IepenaroTcCsl yeTbIpe
aprymeHTa:

¢ sue;

o file=users.csv;
o delimiter=,;

o col=1.
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Vms mepBOro aprymeHTa MOXKHO He YKa3bIBaTh, HO IMeHa BCeX OCTAIbHBIX
IO/DKHBI YKa3bIBATHCS 00s13aTeNIbHO. [IepBbIit apryMeHT MOACTaHOBKM csvfile —
3TO 3JIeMEeHT, KOTOPbIii JO/KeH IMPUCYTCTBOBATh B CTosbILe O (repBbiit
cronbel, nHAeKcauysi HaunHaetcs ¢ 0) TabauiIbl.

OcranbHble apryMeHTBl ONpefensitoT uMs ¢aiina .csv, CMUMBOI-Pa3ieny-
TeJIb ¥ KaKie CTOJIOIbI He0OXOIMMO BepHYTh. B TaHHOM MpumMepe MbI J0JK-
HBbI:

* BBITIOJIHUTD TIOUCK B (paiise users.csv, B KOTOPOM IIOJISI OTIESIOTCS
IpYT OT IpyTa 3amsiThIMMU;

* OTBICKATD 3aIMCh, B IEPBOM CTOJIOIIE KOTOPOW XPAHUTCS MMSI sue;

e BepHYTb 3HAUEHMe BTOPOro CcTobIa (cTosnberr 1, MHAeKcals Haun-
HaeTtcs ¢ 0). B oTBeT ru1arMH Bo3BpalliaeT 3HaueHue sue@example.org.

Eciu mpeicTaBUTh, YTO MCKOMOE MMSI IT0JTb30BATEJISI XPAHUTCS B [IepeMeH-
HOJ1 username, TO MOXXHO CKOHCTPYMPOBATh CTPOKY apryMEHTOB C MTOMOIIbIO
3HaKa +, YTOObI 00bEAVMHUTH CTPOKY 13 username C OCTaBIIEICSI UaCThIO CTPOKM
C apryMeHTaMu:

lookup('csvfile', username + ' file=users.csv delimiter=, col=1")

dig

YuraTenu 3TOV KHUTY HaBepHSIKA 3HAIOT, UYTO JelaeT CUCTEMA JOMEHHbIX
umeH (DNS ), Ho Ha BCSIKMI1 cyrydait HarroMHMM, 4To DNS — 910 cmysk6a, KOTO-

pasi mpeobpasyeT MMeHa XOCTOB, TaKue Kak ansiblebook.com, B COOTBETCTBY-
ronue uM IP-amgpeca, Takme Kak 64.98.145.30.

YTobbl MCNONb30BaTb MOAYMb dig, HYXXHO YCTAHOBUTb MaKeT
dnspython nnsa Python Ha ynpaensiowyto MawwmnHy Ansible.

Crysk6a DNS mpucBamMBaeT MMEHM XOCTa OT OJHO¥ 40 HECKOJIbKUX 3aIly-
ceii. Hamnbosee pacrpocTpaHeHHbIMM TUITaMM 3armceii DNS sIBsiioTCs 3arm-
cu A u CNAME, cBsi3bIBalolye uMeHa XocToB ¢ IP-agpecamu (3anmcu A) ninmn
COOOIIAIIYe, YTO MMSI XOCTA SIBJISIETCS TICEBIOHMMOM JIJISI APYTOro MMeHM
xocTa (3anucb CNAME).

ITporokon DNS nogmepskuBaeT Taxke 3annucy TXT. Kaxkmasi Takast 3alucCh
MpejcTaB/ieHa IPOM3BOIbHOM CTPOKOI, KOTOPYIO MOXHO CBSI3aTh C MMEHEM
X0CTa, YTOOBI JII0O0 MOT ITOTYUYNUTD ee ¢ MOMOIIbI0 KiaueHTa DNS.

Hampumep, JlopuHy npuHAIIEKUT ToMeH ansiblebook.com, 1o3ToMy OH
MOKeT co3zaBaTh 3armcy TXT miis 100bIX MMEH XOCTOB B 9TOM JOMeHe!l.

! TlocraBiuky yenyr DNS 06bI4HO Tipeqyiaraiot Be6-uHTepdeiichl, ¢ OMOIIbI0 KOTOPhIX MOXHO BbI-

MOJIHATD 3a7aun, cBsi3aHHble ¢ DNS, HanipuMmep co3paBath 3anucu TXT.
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B uactHOCTHM, OH co3pan 3amuch TXT pnasg mMeHU Xocta ansiblebook.com,
cogepxainyto Homep ISBN 3Toit kuurn. Ilomyunuts 3anuch TXT MOXHO C
MTOMOIIbI0 MHCTPYMEHTAa KOMaHIHOM CTPOKM dig, KaK MOKa3aHO B IIpuUMe-
pe 10.17.

Mpumep 10.17. MNMonyyerune 3anucyn TXT € NOMOLLBIO MHCTPYMEHTA dig

$ dig +short ansiblebook.com TXT
"{sbn=978-1098109158"

[ToncranoBka dig 3ampammuBaeT y DNS-cepBepa 3amucu, CBSI3aHHbIE C
XOCTOM. BOT Kak MO>KHO OTpenennThb 3a1auy B ClleHapuu IJIs 3aT1ipoca 3arn-
cein TXT:

- name: Look up TXT record
debug:
msg: "{{ lookup('dnstxt', 'ansiblebook.com', 'qtype=TXT') }}"

OHa BbIBEJET Ceylolee:
TASK: [LOOk Up TXT record] khkkkkkkkhhhhkkkhhhhhhhhhhhhhhhhkkdddhhhrrddhhdddd ki

ok: [myserver] ==> {
"msg": "isbn=978-1098109158"
}

HoTomHNUTeNbHYI0 MHGOPMAIIMIO O TUTaTMHE dig MOXKHO MOTYUYUTh, BBITION -
HJB KOMaHy:

$ ansible-doc -t lookup dig

redis

Redis — mormynsspHOe XpaHWINIIE TUIIA K/II0Y/3HaueHue, 4aCcTo MCI0/Ib3Y-
eMoe KakK Kelll, a TaKKe [IJIT XpaHeHMsI TaHHbIX B CIy>k0ax ouepemdeil 3aa-
Huit, Takux Kak Sidekiq. C moMOIIbIO ITOACTaHOBKM redis MOXKHO M3BJIEKATh
3HaueHus kiwoueir. Kiou momkeH O6bITh MPeICTaBIeH CTPOKO, TTOCKOIbKY
MO/IY/Ib BBITIOJIHSIET 9KBMBAIEHT KOMaH/IbI GET. DTa MOJACTAaHOBKA OPraHU30-
BaHa MHaye, 4eM OOJbIIMHCTBO APYTUX, TIOTOMY UTO MOAAEPKMBAET TTOUCK
CITMCKOB IepeMeHHO JIJIVHbI.

Mopynb redis TpebyeT ycTaHOBKM MakeTa redis ang Python Ha
yNpaBnaoLLeN MaLIKHe.

Honyctum, y Hac umeeTcst cepBep Redis, 3amyiieHHbI Ha yIIpaB/sioniein
MaimHe. Mbl MOKeM OIpPeIeUTDb KITIOY weather CO 3HAUEHUEM sunny U KJTIOU
temp CO 3HaUEHMEM 25, KaK [I0Ka3aHO HIXKe:



MopoctaHoBkM <+ 219

$ redis-cli SET weather sunny
$ redis-cli SET temp 25

Ecin onpenennnTs B ClieHapUM 3aauy M3BJIEUEHUS 3TUX KITIOUei 13 Xpa-
Humia Redis:

- name: Look up values in Redis
debug:
msg: "{{ lookup('redis', 'weather','temp') }}"

TO OHaA BEpHET djIeayroiiee:
TASK: [Look up values in Redis] **##ksssssrssiiiiiiiiiiiiiikikkkkkbbttatnnii

ok: [localhost] ==> {

"msg": "sunny,25"
}

Ecsiu MMst XocTa ¥ IMOPT He YKa3aHbl, TO TI0 YMOTYAHUIO MOAY/Tb MCITO/Ib3Y-
et URL redis://localhost:6379. UToOBI 3a/1€/iCTBOBATD IPYTOii cepBep, B 3a1a-
Yye MOYKHO MCITOTb30BaTh IepeMeHHbIe OKPYKeHMUSI :

- name: Look up values in Redis
environment:
ANSIBLE_REDIS_HOST: redisl.example.com
ANSIBLE_REDIS PORT: 6379
debug:
msg: "{{ lookup('redis', 'weather','temp' ) }}"

WY OTIpefie/INTb HACTPOIIKM B ansible.cfg:

[lookup_redis]
host: redis2.example.com
port: 6666

Kpome Toro, Redis MOKHO HaCTpOUTb KaK KjiacTep.

HanucaHue co6cTBEHHOro naarMHa NOACTAaHOBKM

Ecny HM ofyiH 13 MMeIoUMXCs TIJIaTMHOB Bac He YCTpaMBaeT, BCeraa Mox-
HO HamucaTh CBOM. Pa3paboTKa COOCTBEHHBIX IUIATMHOB ITOJICTAHOBOK He
SIBJISIETCSI TEMOI MAaHHOJM KHUTH, HO €CIM Bac JeViCTBUTE/IbHO 3aHTepeco-
Bajl IAHHBINM BOIIPOC, TO S IIpeaJjiaral M3yUYuTh MCXOOHbIM KOJ IJIarMHOB
BXOISIIIMX B cocTaB Ansible (https://oreil.ly/DbSU4).

Hamucas cBoJi mjaruH, MoMecTUTe ero B OAMH U3 CAeOyIIMX KaTalo-
rOB:

» lookup plugins B KaTajiore co clieHapuem;

» ~/.ansible/plugins/lookup;

» /usr/share/ansible/plugins/lookup;

* YKAa3aHHBIV B TePEMEHHOM OKPY>KeHMS ANSIBLE_LOOKUP_PLUGINS.


https://oreil.ly/DbSU4
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CnoxcHbIe YUK/bl

Ilo cux Top, ONMMChIBasI 3aJauy, KOTOPbIE BBIITOJHSIOT 00XO/ CIIMCKa 00beK-
TOB, MbI UCIIOJIb30BAJIM BhIpAasKeHME with_items ¥ B HEM OITpeIesIsiiu CIIMCOK
00BEKTOB. ITO CaMblii PacCIIpOCTPaHEeHHbIV CIIOCOO BBIITOJIHEHMS oIepaluii
B LIMKJIe, HO Ansible moaaepkuBaeT Takke Apyre MeXaHU3Mbl UTepaLMii.
Hampumep, ¢ TOMOIIIbIO KJIIOUEBOTO (JIOBA until MOSKHO MOBTOPSITH 3a1auy
CHOBA M CHOBA, [I0KA OHA He 3aBEePIINTCS C MIPU3HAKOM ycliexa:

- name: Unarchive maven
unarchive:
src: "{{ maven_url }}"
dest: "{{ maven_location }}"
copy: false
mode: '0755'
register: maven_download
until: maven_download is success
retries: 5
delay: 3

KittoueBoe cioBO loop paboTaeT 3KBMBAJIEHTHO with_items, HO CITMCOK JI0JI-
5KeH ObITb OHOPOIHBIM, T. €. OH He OJDKEeH CollepykaTh Pa3HOTUITHbIE JaH-
Hble (TaKye KakK CKaJspbl, MacCUBbI U caoBapy). C MOMOILBIO loop MOKHO
Ienathb Bce, uTo yrogHo! B opuumanbHoit gokymeHTatun (https://oreil.ly/bgbdX)
3Ta TeMa pacCMaTpPUBAETCSI JOCTATOYHO MOAPOOHO, MO3TOMY s TIPUBENY
JIUIITH HECKOJBKO MTPMMEPOB, YTOOBI AATh BaM ITpe/icTaB/ieHne, Kak pabora-
10T 3TU KOHCTPYKI VM. BOT OIMH 13 IPpUMePOB CJIOKHbBIX IIMKIOB:

- name: Iterate with loop
debug:
msg: "KPI: {{ item.kpi }} prio: {{ 1 + 1 }} goto: {{ item.dept }}"
Loop:
- kpi: availability
dept: operations
- kpi: performance
dept: development
- kpi: security
dept: security
loop_control:
index_var: 1
pause: 3

Bbl MOskeTe TepeaThb CIMCOK HEITOCPeICTBEHHO OOMbIIMHCTBY MOIYJIeN,
YIpaBJSIOMIYX OMCIIeTYepaMy MMaKeToB, TAKMM Kak apt, yum U package. B cTa-
PBIX CIIeHapUsIX YaCTO MOKHO BCTPETUTD with_items, HO B HACTOsIIIlee BpeMs
3Ta KOHCTPYKIMS TOYTU He UCIIONb3YeTCsl, U Tellepb IIPUHSITO OIpeaensiTh
3a7jauM Tak:


https://oreil.ly/bgbdX
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- name: Install packages

become: true
package:

name: "{{ list_of packages }}"

state: present

lnazuxel with_*

BakHO MOMHUTB, UTO with_items OMMpaeTcs Ha IJIATMH MOJCTAHOBKM; items —
9TO JIMIIb OAVH 13 3aMpocoB. B Ta6s. 10.4 mepeuncieHsl ApyTie JOCTYITHbIE
KOHCTPYKIMM OpraHu3alyu [UKI0B, OCHOBAaHHbIE HA MCIIOIb30BaHUN TJIa-
T'MHA MO CTaHOBKU. Eciv moHago6mUTCst, TO BbI CMOsKeTe TIOJK/IIOUNTD CBOJA
TJIaTMH MOACTAHOBKY [IJ1S1 BBITIOTHEHMSI UTEPaLIUIA.

Ta6bnuua 10.4. Liknnyeckne KOHCTPYKLMK

Uma Bxon Cnoco6 BbINOJIHEHUA LMKNA
with_items Cnucok Lnkn no cnucky anemMeHTOB
with_lines KomaHpa ans BbinonHenus | LlMkn no cTpokam BbiBOAa KOMaHAbI

with_fileglob

LlabnoH noucka

Llmkn no umeHam daiinos

with_first_found

Cnucok nyTen

MepBbiv cywecTBytoWwmMi dain

with_dict

CnoBapb

LlMkn no aneMeHTam cnoBaps

with_flattened

Cnncok cnuckoBs

LlMkn no Bcem anemeHTaM
B1OXXKEHHbIX CMMNCKOB

uenbix ymncen

with_indexed_items Cnucok OpHa utepaums

with_nested Cnmcok BnoykeHHbIM umkn
with_random_choice Cnucok OpHa utepaums
with_sequence [MocnepoBaTenbHOCTb LlMkn no nocnenoBaTtenbHOCTH

with_subelements

Cnucok cnosapei

BnoxxeHHbIn uukn

with_together

Cnmcok cnuckoBs

Llmkn no anemeHTaM 06beaUMHEHHOTO
CMUCKa

with_inventory_hostnames

LLlabnoH xocTa

Llvkn no xoctam, COOTBETCTBYOLLMM
wabnony

PaccmoTpum nobyke Hanbosee BaskHbIe M3 3TUX KOHCTPYKIINIA.

with_lines

KoHCTpyKIMst with_lines ITO3BOJISIET BBITTOIHSITH ITPOM3BOIbHbBIE KOMAaHIbI
Ha YIIpaBJISIIONIEel MalllMHe M TTPOU3BOAUTD UTEPALVM TI0 CTPOKAM B pe3yJib-

TaTaxX.
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HpeILCTaBbTe, YTO Yy BacC €CTb ¢)a171n CO CITMCKOM MMEH U BbI XOTUTE, YTOOBI
KOMITbIOTEP IMPpOU3HEeC UX. HyCTb cComepKmmoe q)aﬁna BBITJIAONUT TaK:

Ronald Linn Rivest
Adi Shamir

Leonard Max Adleman
Whitfield Diffie
Martin Hellman

B npumepe 10.18 mokasaHO, KaK MCIIOAb30BaTh with_lines HOJisI UTEHMUS
(daiina 1 BBITIOIHEHMS UTepalNii TI0 CTPOKaM, COIePKaIMMCS B HEM.

Mpumep 10.18. Liukn ¢ nomowpto with_lines

- name: Iterate over lines in a file

say:
msg: "{{ item }}"
with_lines:

- cat files/turing.txt

with_fileglob

KoHcTpyKums with_fileglob MCIIO/IB3YeTCS, KOTA HYYKHO BBITIOJIHUTD MTEpa-
MM 1o Habopy (aiiyioB Ha YIIPaBJISIONIE MalllfHe.

B mpumepe 10.19 moxkasaHo, KaK BBITIOTHUTb 00X01, (haiiIoB ¢ pacIMpeHn-
eM .pub B KaTajore /var/keys, a Takke B IIOJIKaTajore keys, HaXosIIeMcsT B
OJTHOM KaTaJiore CO clieHapyueM. 3aTeM C TTOMOIIIbIO TUIaTKHa file U3 KaXKI0TO
HailigeHHOTrOo haiiyia U3BJIeKaeTCs ero ComepXkKumMoe U rmepefaeTcss MOAYIIO
author_key.

Mpumep 10.19. Ucnonb3oBanue with_fileglob pna pobaBneHus Knven

- name: Add public keys to account

become: true
authorized key:

user: deploy

key: "{{ lookup('file', item) }}"
with_fileglob:

- [var/keys/*.pub

- keys/*.pub

with_dict
KoHCTpyKIMS with_dict BBITIOMHSIET 06X07 3/IeMeHTOB cioBapst. [Ipu uc-

MM0/Ib30BaHMM ITOM KOHCTPYKL MM ITepeMeHHasI LMK/a item IBISIETCS C/IOBA-
peM C ABYMS KIKOYaMI:

e key - onyH 13 KJIIOU€il B CJIOBape;
* value — 3HaUYeHMe, COOTBETCTBYIOIIEE KIIOUY key.
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Hampumep, eciu XocT uMeeT nHTepdeiic enpdss8, Torma B Ansible 6ymer cy-
ecTBOBaTh (aKT ¢ MMeHeM ansible_enp0s8 M C KITIOUOM ipv4, COEepsKaIIUM
MIPUMEPHO TaKOM CJI0Bapb:

{
"address": "192.168.33.10",

"broadcast": "192.168.33.255",
"netmask": "255.255.255.0",
"network": "192.168.33.0"

}
MO>KHO 060MTY 3JIEMEHTbI 3TOTO CJIOBap4Ad 1 BbIBECTU MX I1I0 OOHOMY:

- name: Iterate over ansible_enp0s8
debug:
msg: "{{ item.key }}={{ item.value }}"
with_dict: "{{ ansible_enp@s8.1ipv4 }}"

PesynbTaT GyAeT BbIMISIAETD TaK:

TASK [Iterate over ansible enp058] kkkkkhkkkkkhkkhkkkkhhhhhkkkhhhhhkkkkhhhhkkkk
ok: [web] => (item={'key': 'address', 'value': '192.168.33.10'}) => {
"msg": "address=192.168.33.10"

ok: [web] => (item={'key': 'broadcast', 'value': '192.168.33.255'}) => {
"msg": "broadcast=192.168.33.255"

ok: [web] => (item={'key': 'netmask', 'value': '255.255.255.0'}) => {
"msg": "netmask=255.255.255.0"

ok: [web] => (item={'key': 'network', 'value': '192.168.33.0'}) => {
"msg": "network=192.168.33.0"

B03MOKHOCTb UTEpaLyii IO CJIOBAPSIM 4acTO ITIOMOTAeT YMEHBIIUTh 00b-
eM Koja.

LUuknuueckue KOHCTPYKUMU KaK NJ1arnHbl
noaACTaHOBOK

LIvknueckme KOHCTPYKILIMM peann3oBaHbl B Ansible Kak ruiaruMHbl MO -
CTaHOBOK. JIOCTaTOYHO MOACTAaBUTD with B HAUaJI0 MMEHM IUIarMHa IOofCTa-
HOBKM, YTOOBI MCITOJIb30BaTh €ro B hopMe 1mKia. Tak, mpumep 10.12 MOKHO
repenucaTb C UCIOMb30BaHKeM (OPMBI with_file, Kak MMOKa3aHO B IpuUMe-
pe 10.20.

Mpumep 10.20. Vicnonb3oBaHWe NOACTAHOBKM file B KQUeCTBE KOHCTPYKLMM LMKAA

- name: Add my public key for SSH
authorized key:
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user: vagrant
key: "{{ item }}"
key options: 'from="10.0.2.2"'
exclusive: true
with_file: '~/.ssh/id_ed25519.pub’

OG6BIYHO TUIATMHBI MOACTAHOBOK MCITOJNIb3YIOTCSI B POJIM LIMKIUUECKUX
KOHCTPYKIINIA, TOJIBKO eC/u TPeOyeTCs MOTYUUTD CITUCOK. IMEHHO IT03TOMY
MbI OTJIEIM/IN TIJIarMHbl B Ta6/1. 10.3 (Bo3Bpallaioliye CTPOKHM) OT IJIarTHOB
B Ta6s1. 10.4 (BO3BpalaoIINe CIIVCKA).

Ynpaenenue yuknamu

Ansible mpegocTaBiser monb3oBaTeIsIM 60j1ee 60raTbie BOSMOXKHOCTY BbI-
TOJTHeHUSI LIMK/INYeCKUX oIepalnii, 4eM OOJbIIMHCTBO SI3bIKOB IIPOrpaM-
MMPOBaHMSI, HO 3TO He 03HAYaeT, YTO BbI JO/DKHBI MCIIOJIb30BaTh BCe 6orarT-
CTBO BapuaHTOB. CTapaiiTech He YCUIOXKHITDL CBOM KOA,!

Bbi6op MMeHU nepeMeHHOM LMKNa

BoipaxkeHne loop_var I0O3BOJISIeT AATh [epeMeHHOJ LMK/a Apyroe MUMs,
OTJIMYHOE OT MMEeHU item, MCIIOJIb3yeMOrO 110 YMOTYaHMIO, KaK [I0Ka3aHo B
npumepe 10.21.

Mpumep 10.21. Vicnonb3oBaHWE UMEHM USEr 419 MEPEMEHHOM LKA

- name: Add users
become: true
user:
name: "{{ user.name }}"
with_items:
- { name: gil }
- { name: sarina }
- { name: leanne }
Loop_control:
loop_var: user

B pumepe 10.21 BeIpaskeHMe loop_var JaeT JIUIIb KOCMETUUECKOe ya00-
CTBO, HO BOOOIIe C ero MOMOIIbI0 MOXKHO OTIpefie/isiTh ropasio 6osee CJIOXK-
HblIe LIVKIIBL.

B npumepe 10.22 peann3oBaH MK 110 HECKOABKUM 3aauam. JIJist STOTO B
HeM UCIIOJIb3YeTCs MHCTPYKLUMS include C BbIpaKeHMEeM with_itenms.

Opnaxko daitn vhosts.yml MO>keT BKITIOUATh TaKKe 3a/1aui, UCIIOIb3YIOIe
BbIpa)KeHMe with_items IJis1 cBOMX Lieneit. Takasi peannsaiys Moria Obl To-
pPOOUTb KOHMIMKTHI U3-3a COBIIAIeHNsI MUMeH MlepeMeHHbIX MK, UCTIONb-
3yeMbIX 10 YMouaHuio. UToObI pefoTBpaTUTh TaKie KOHGINKThI, MOXKHO
yKa3aTb Apyroe MMs B BbIpakeHMM loop_var [IJIs1 BHELITHEro [MKJIa.
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Mpumep 10.22. Micnonb3oBaHWe UMeHM vhost AN NepeEMEHHONM LMKNA

- name: Run a set of tasks in one loop

include: vhosts.yml
with_items:

- { domain: wwwl.example.com }

- { domain: www2.example.com }

- { domain: www3.example.com }
Loop_control:

loop_var: vhost

B mopkiiouaemoir 3amade (06bsiBlIeHHON B (aitne vhosts.yml), koTopas
npencrasieHa B mpuMepe 10.23, MbI Teriepb 6€3 OIacky MOKeM MCIT0/Ib30-
BaTh UM item [10 YMOJIYAHUIO.

Mpumep 10.23. Moaxkntoyaemblit hann MOXET COAEPXKATb LIMKIIbI

- name: Create nginx directories
file:
path: "/var /www/html/{{ vhost.domain }}/{{ item }}"
state: directory
with_items:
- logs
- public_http
- public_https
- includes

- name: Create nginx vhost config
template:
src: "{{ vhost.domain }}.j2"
dest: /etc/nginx/conf.d/{{ vhost.domain }}.conf

MpbI ocTaBUINM MMSI I1I0 YMOJTYaHUIO OJIs1 HGpEMEHHOf/i BHYTPEHHErO IIMKJIa.

YnpasneHue BbIBOAOM

B Bepcun Ansible 2.2 mosiBU/Ioch HOBO€E BhIpaskeHMe label, moMoraroliiee
IlO oTIpefie/IeHHOV CTelleHY YIIPaBJISiTh BIBOJIOM IIMKJIA.
Cnepnyiouiuii mpuMep COIepsKUT OOBIUHBIN CITMCOK CIOBApeii:

- name: Create nginx vhost configs

become: true

template:
src: "{{ item.domain }}.conf.j2"
dest: "/etc/nginx/conf.d/{{ item.domain }}.conf"
mode: '0640'

with_items:
- { domain: wwwl.example.com, tls_enabled: true }
- { domain: www2.example.com, tls_enabled: false }
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- { domain: www3.example.com, tls_enabled: false,
aliases: [ edge2.www.example.com, eu.www.example.com ] }

ITo ymomuanmio Ansible BeIBoguT cioBapu 1eamkoM. Ecii ctoBapy 60i1b-
111/ie, YATATh BHIBOJ, CTAHOBUTCS OU€Hb TPY/IHO:

TASK [Create ng-'LnX Vhost conf-'l_gs] kkkkkkhkkhkkhkhhhhkhhkhhhhhkhhhhkdhdkhrkhkhdxd
changed: [web] => (item={'domain': 'wwwl.example.com', 'tls_enabled': True})
changed: [web] => (item={'domain': 'www2.example.com', 'tls_enabled': False})
changed: [web] => (item={'domain': 'www3.example.com', 'tls_enabled': False,
'aliases': ['edge2.www.example.com', 'eu.www.example.com']})

VicripaBUTB 3Ty IIpo06/IeMy ITOMOXKET BbIpaskeHue label.

[TockoMbKY HAC MHTEPEeCYIOT TOAbKO JOMEHHbIE MM€eHa, Mbl MOXeEM IIPO-
CcTO n0OaBUTH B paszpein loop_control BbIpakeHMe label, OIMChIBaroOIllee, 4YTo
MMEHHO JI0/IKHO BBIBOJIUTHCS IIPU 00X0/Ie 571eMEHTOB:

- name: Create nginx vhost configs

become: true

template:
src: "{{ item.domain }}.conf.j2"
dest: "/etc/nginx/conf.d/{{ item.domain }}.conf"
mode: '0640'

with_items:
- { domain: wwwil.example.com, tls_enabled: true }
- { domain: www2.example.com, tls_enabled: false }
- { domain: www3.example.com, tls_enabled: false,

aliases: [ edge2.www.example.com, eu.www.example.com ] }

Loop_control:

label: "for domain {{ item.domain }}"

B pesynbTaTe BbIBOJ, OMYIUTCS G0see yIo60UnTaeMbIM:

TASK [Create nginx VhOSt configs] khkkkkkhhkhhhhkhhhhhhhhhhhhhhhhhhhhhhhhhrddvd

ok: [web] => (item=for domain wwwl.example.com)
ok: [web] => (item=for domain www2.example.com)
ok: [web] => (item=for domain www3.example.com)

MmeinTe B BMAY, YTO, €C/IM UCNONb3yeTcs dnar -v noapobHoro
BbIBOAA, C/IOBApM OyAyT BbIBOAUTHLCS LLEIMKOM; HE UCMONb3yiTe
3TOT (nar, 4ToObl CKPbITb NAPOAM OT NOCTOPOHHMX rna3! YcTaHas-
NVBaNTe B KPUTUYECKMX 3aJayax no_log: true.

UmnopmuposaHue u nooKn4YeHUe

DYHKIMK inport_* MO3BOJISIIOT MOJK/IIOYATD 3a7auy M Hake Iiejibie POy B
paszese 3aay4 orepanuy ¢ IOMOIIbIO K/IIOUeBBIX CJIOB import_tasks ¥ import_
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role. Korma daiinbl umnopmupyromcs B ipyrue clieHapuu cTaTuuecku, Ansi-
ble 3amyckaeT onepaiiu 1 3aauy B KaXkI0M MMIIOPTUPOBAHHOM ClieHapuUu
B TOM IIOPSIIKe, B KAKOM OHM OIpee/ieHbl, KakK ecyiy Obl OHM ObLIM OIpe[e-
JIeHbI HEeIIOCPeICTBEHHO B OCHOBHOM CIlIeHapUN.

OYHKUIMU include_* TIO3BOJISIOT AMHAMMUYECKU MOAK/IIOUATD 3a4aUul, Iiepe-
MEHHbIe U JIasKe IeJible POJIM C IIOMOIIBIO0 KIIOUEBbIX CJIOB include_tasks, in-
clude_vars U include_role. 3Ta BO3MOXXHOCTb YaCTO IIPMMEHSIETCS B POJISIX JIJIsI
onpeneaeHus Wiu IPYyIIMpPOBKA 38434 M UX apTYMEHTOB B OTHe/IbHbIX I1OJ -
K/IouyaeMbIxX daitnax. [logkiaouaemMble poiau U 3aa4M MOTYT BbIITOTHSITHCS
VIV He BBIMOJHATHCS B 3aBUCUMOCTHU OT Pe3yabTaTOB APYIUX 3a4a4 B CLe-
Hapun. Korma nuki ucronb3yercs ¢ include_tasks uin include_role, OAKIIIO-
yaeMble 3aJauy VIM Pojiu OYIOYT BBIMOTHSTHCS B KaXKI0I UTepaLvy [UKIa
IIJ1S1 KaXKIIOTO 3JIeMeHTa.

O6patute BHMMaHMe, YTO MpPOCTOE KAKYeBOe C/IOBO include
yCTapeno, u B HacTodlee BpeMa peKkoMeHayeTca MCcnoab3oBaTb
include_tasks, include_vars M include_role.

Paccmorpum nipumep. B npumepe 10.24 ompeneneHsl ABe 3agauyM, UC-
MOJIb3YIOIIMe UAeHTUUHbIe apTYMEHTBI become, when U tags.

Mpumep 10.24. VigpeHTUYHbIE apryMEHTbI

name: Install nginx
become: true
when: ansible_os_family == 'RedHat'
package:
name: nginx
tags:
- nginx

name: Ensure nginx is running
become: yes
when: ansible_os_family == 'RedHat’
service:

name: nginx

state: started

enabled: yes
tags:

-nginx

Eciiu BeIIENUTD 3TY [IBE 3a[1a4M B OTE/bHbIN (paiii, Kak ToOKa3aHo B MPK-
Mepe 10.25, ¥ TOAK/IIOUYATD €ro, Kak rmokasaHo B nmpumepe 10.26, To MOXKHO
YVIIPOCTUTD CII€HAPUIA, OTpee/IB apryMeHTbI TOJIbKO B include_tasks.
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Mpumep 10.25. BoioeneHne 3agay B oTAENbHbIN (hain

- name: Install nginx
package:
name: nginx

- name: Ensure nginx is running
service:
name: nginx
state: started
enabled: yes

Mpumep 10.26. MNMoakntoyeHMe 3a4a4 M NPUMEHEHNE 0OLMX APryMEHTOB

- include_tasks: nginx_include.yml
become: yes
when: ansible_os_family == 'RedHat'
tags: nginx

NuHaMuueckoe noakoueHue

3amaun , XxapaKTepHble IJIs1 KOHKPETHO OmepanyoOHHOM CUCTEeMBbI, B pO-
JISIX Y4aCTO OTpeesisTIoTcs B OTOeMbHbIX (ajiiax. B 3aBMCUMOCTY OT Kosnye-
CTBa OMEePalMOHHbBIX CUCTEM, OAAEPXKMBAEMbIX POJIbIO, IJISI TTIOAK/IIOUEeHMS
3aJ1a4 MOXeT ITOTpeboBaThCsl Macca IabJOHHOTO Kofa B include_tasks:

- include_tasks: Redhat.yml
when: ansible_os_family == 'Redhat’

- include_tasks: Debian.yml
when: ansible_os_family == 'Debian’

Haumnas ¢ Bepcun 2.0, Ansible mo3BossieT nyMHaMUuecKy ITOIK/IIOYATD
(daiibl, MUCTIONB3YS TTOACTAHOBKY IepeMeHHbIX. DTOT IIPMeM Ha3bIBaeTCs
JuHamuueckum nooKIoUeHUeM:

- name: Play platform specific actions
include_tasks: "{{ ansible os_family }}.yml"

OpHako Takoe pelieHre Ha OCHOBE IMHAMMUYECKOIo OAK/IIOUeHUS UMeeT
CBOJ HEeOCTAaTOK: KOMaH[a ansible-playbook --list-tasks MOXeT He BbIBECTU
3ajiaun, MoJK/I0YaeMble IMHaMuuecku, ecyiu Ansible He umeeT nHpopma-
LMY JIJIS 3aTI0JIHEHMS TIepeMeHHbIX, OMpeAesioyX MoAK/IoUYaeMble ¢aii-
sibl. Haripumep, mepeMeHHbIe-GaKThl (CM. IJIaBY 5) He 3aIlOHSIOTCS, KOraa
UCIIONb3YeTCS apTyMeHT --list-tasks.

MopknioueHue poneit

BoipaskeHne include_role — 3TO OCOOBI BUI OIepalyy MOIKIIOUEHNS.
B oTiinune oT BbIpaskeHUS import_role, KOTOpOE CTATMUECKM MMITOPTUPYET
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BCe KOMIIOHEHTHI POy, BbIpaskeHMe include_role ITO3BOJISIET IBHO OIIpene-
JIUTb, KaK/ie KOMIIOHEHTHI IMOAK/II0UYaeMOT pOU NOJIKHBI UCIIOIb30BaThC

- name: Install nginx
yum:
pkg: nginx

- name: Install php
include role:
name: php

- name: Configure nginx
template:
src: nginx.conf.j2
dest: /etc/nginx/nginx.conf

BbipaxkeHue include_role TakXke OTKpbIBaeT AOCTYn K 06paboT-
YMKaMm, YTo NO3BOJISET, HANPUMEp, OpraHn30BaTb 06paboTKy yBe-
[LLOMNEHNS O Mepe3anycke.

MoTok ynpasneHusa ponu

B kaTtasore 3amad poyi MOKHO OTIpefeNnTb OTAenbHble (aiiibl ¢ 3a1a-
yaMu JJIs1 pa3HbIX BapMaHTOB MCIIO/NIb30BaHMs, a B daitie 3amady main.yml
MCIIONIb30BaTh include_tasks IJISI KakKOoro BapuaHTa. OmHAKO BbIpaskeHMe
include_role MOJKET 3aITyCKaTh OTHEIbHbIE KOMIIOHEHTHI POJIei, yKa3aHHbIE B
BbIpaKeHUM tasks_from. [IpencraBbTe, UTO B 3aBUCUMOCTU OT POJIU, KOTOpas
BBITIOTHSIETCSI TIepe[l pOJibI0 main, 3ajaua file MeHsieT Biagesnbiia daiina. Ho
B 3TOT MOMEHT COOTBETCTBYIOIIAS yUeTHasl 3aMuch elfe He co3maHa. OHa 6y-
IleT CO3[iaHa Mo3Hee, B IIaBHOW POJIN, BO BpeMsI YCTAaHOBKM MaKeTa:

- name: Install nginx
yum:
pkg: nginx

name: Install php
include_role:
name: php
tasks_from: install (1]

name: Configure nginx
template:

src: nginx.conf.j2

dest: /etc/nginx/nginx.conf

name: Configure php
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include role:
name: php
tasks_from: configure (2]

O TToaxiouaeT U BbITIONHSET install.yml u3 posnu php.
@ [logk/IouaeT 1 BBITIOMHSIET configure.yml 3 posm php.

bnoku

[Tomo6HO BhIpaskeHUsIM include_*, BhIpaxkeHMe block peanu3yeT MeXaHU3M
IPYNIUPOBKY 3aau. BeipaskeHue block O3BOJSIET OTIPEAEISTD YCIOBUS WU
apryMeHTbI Cpasy JJIsl BCex 3a7ay B 610Ke:

- block:
- name: Install nginx
package:
name: nginx

- name: Ensure nginx is running
service:
name: nginx
state: started
enabled: yes

become: yes
when: "ansible_os_family == 'RedHat'

B oTnmume ot include_* BbipaxeHuWe block Noka He NoaaepX1BaeT
LIMKJI0B.

BbipaskeHue block MMeeT elle OZHO, HAMHOTO 60Jiee MHTEepPeCHOe TpuMe-
HeHMe: 00paboTKY OIIMOOK.

O6pabomka owubok ¢ nomowibto 6/10k08

O6paboTka omMO0K Bceraa 6b11a HempocToit 3agaueii. Cucrema Ansible u3-
Havya/IbHO TIpeayCMaTPUBAEeT BO3MOXKHOCTb ITOSIBJIEHMS OIIMOOK Ha XOCTaX.
Eciu Bo3HMKaeT Kakasi-TO oubKa, OHa 10 YMOTYaHUIO ITPOCTO MCKITI0UaeT
XOCT U3 UTPBI U MPOAO/IKAET HACTPauBaTh IPYTUE XOCTHI, IMie OUIMOOK He
HabI04a/10Ch.

Kom6uHanmein BeIpaskeHmii serial U max_fail_percentage Ansible maeT B03-
MOSKHOCTb BBITIOJTHUTDh KaKyue-TO AeiCTBUSI, KOrma oIepainus 00bsIBISIeTCS
roTeprieBIneil Heymauy. A 6rarogapsi BeIpaskeHMIO block, KaK IOKa3aHO B
npumepe 10.27, Ansible mogHumaeT 06paboTKy OUIMOOK HA YPOBEHD BBIIIIE
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1 TI03BOJISIET aBTOMATU3MPOBATh IOBTOPHOE BBITIOJIHEHME MUJIM OTKAT 3aj1a4,
MOTEPIIEBIINX OIINOKY.

Mpumep 10.27. app-upgradeyml

- block: @
- debug: msg="You will see a failed tasks right after this"

- name: Returns 1
command: /usr/bin/false

- debug: msg="You never see this message"

rescie: @
- debug: msg="You see this message in case of failure in the block"

always: (3]
- debug: msg="This will be always executed"

© Hauasio BeipaskeHus block.

@ rescue MMepeuynCIsieT 3aa4UM, BbITIOJIHIEeMbIe, €CJIM B BbIpa>keHUM block
MPOU30MIeT OIIMOKa.

© 3agaun, KOTOpbIe BHITIOTHSIIOTCS BCETa.

Ecin y Bac ecTh OMBIT TPOrpaMMMUPOBAHMSI, TO CITOCO6 06pabOTKM OMIMO0K
B Ansible MoskeT HAaMOMHUTB BaM mapaaurmy try-except-finally , u ona pa-
60TaeT IMpaKkTMUECKY TaK Ke, Kak B cienyomnieil GyHKIMK division Ha Pyhon:
def division(x, y):
try:
result =x [y
except ZeroDivisionError:
print("division by zero!")
else:
print("result is", result)
finally:
print("executing finally clause")

s meMOoHCTpauuy BO3bMEM CaMyl0 OOBIYHYIO ITOBCEAHEBHYIO 3a[ady:
0OHOBJIEHMEe TTPWIOKeHMSI. [IpuIokeHe pacIipesiessieTcsl B Kiactepe BUp-
TyalbHbIX MalH (BM) u pasBeptbhiBaeTcsl B o6iake IaaS (Apache Cloud-
Stack [https://oreil.ly/zIDUh]). Kpome Toro, o6mako CloudStack mopmepskuBaet
BO3MOXXHOCTb CO3JaHMSI MOMEHTaJbHbIX CHUMKOB BM. VIipouieHHbIi cLe-
HapWii, BBITIOTHSIIONINI 3Ty paboTy, IeCTBYET I10 CIeIyI0IeMYy aJTOPUTMY.

1. 3a6bpaTtb BM u3-nop yripaBieHust 6a1aHCHMPOBIIVKOM Harpy3Ku.
2. Co3gatb CHUMOK BM mepen 06HOBIeHMEM ITPUIOKEHMS.


https://oreil.ly/zIDUh

232 < [nasa 10. (oxHble cueHapuu

OGHOBUTD IPUJIOKEHME.

BBITIOMTHUTD TECTUPOBaHME.

OTKaTUTBHCS 06PAaTHO, €CJIM YTO-TO TOIILIO He TaK.

BepuyTs BM 1oz yripaBieHue 6a1aHCHMPOBIIMKOM Harpy3Ku.

N U

VroanuTth cCHUMOK BM.

[aBaiiTe peanusyeM 3TOT aJITOPUTM B BuUje clieHapus Ansible, makcu-
MaJIbHO COXpaHUB NpPOCTOTY (cM. mpumep 10.28).

Mpumep 10.28. app-upgradeyml

- hosts: app-servers
serial: 1
tasks:
- name: Take VM out of the load balancer
- name; Create a VM snapshot before the app upgrade
- block:
- name: Upgrade the application
- name: Run smoke tests
rescue:
- name: Revert a VM to the snapshot after a failed upgrade
always:
- name: Re-add webserver to the loadbalancer
- name: Remove a VM snapshot

DTOT ClleHapuii IOUTM HaBEPHSIKA BEpHET OelicTByInyo BM B kimacrep,
oJ1, yrpaBjieHne 6aJaHCUPOBIIMKA HATPY3KM, TaKe eCTi MOIbITKAa OOHOB-
JIEHUSI IOTEPIUT HeyIauvy.

3apaun B BbIpaxXeHUM always OyayT BbIMONHATLCS BCErAa, Aaxe
B C/yyae obHapyXeHUs owmMBOK Npu BbINOSIHEHWM 33434 B Bbl-
paxeHun rescue! TiaTenbHO OTOMpaNTe 3afauu, NoMeLlaeMble
B always.

Ewtn 1o, ympaBieHue 6aJaHCHMPOBIIMKOM HArpy3kyu TOJKHA BO3Bpa-
IAThCS TOBKO 0OHOBJIeHHAss BM, To ciieHapuit HY’)KHO M3MEHUTh, KaK I10-
KasaHo B npumepe 10.29.

MNpumep 10.29. app-upgradeyml

- hosts: app-servers
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serial: 1
tasks:
- name: Take VM out of the load balancer

- name: Create a VM snapshot before the app upgrade

- block:
- name: Upgrade the application
- name: Run smoke tests

rescue:
- name: Revert a VM to the snapshot after a failed upgrade

- name: Re-add webserver to the loadbalancer
- name: Remove a VM snapshot

B aT0i1 Bepcum mcuessio BeIpaskeHue always, a IBE €ro 3aJauy [oMeleHbl
B KOHell orlepauyuyu. OHM OYyAyT 3aITyIleHbl, MO0bK0 eCIU BhIpasKeHMEe rescue
BBITIOTHUTCS ycrenrHo. To ecTh o, yripaBjieHMe 6amaHCUPOBIINMKA HArpys3-
K1 OyAyT BO3BpaIIaThCs TOIbKO 0OHOBIeHHbIE BM.

OkoHuaTenbHas BepCusl ClieHapus npeacTasiaeHa B rmpumepe 10.30.

Mpumep 10.30. CueHapuii 0OHOBNEHWS NPUNOXKEHNUS ¢ 06paboTKow oWnbok

- hosts: app-servers
serial: 1
tasks:

- name: Take app server out of the load balancer
delegate_to: localhost
cs_loadbalancer_rule_member:

name: balance_http
vm: "{{ inventory_hostname_short }}"
state: absent

- name: Create a VM snapshot before an upgrade
delegate_to: localhost
cs_vmsnapshot:
name: Snapshot before upgrade
vm: "{{ inventory_hostname_short }}"
snapshot_memory: true

- block:
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- name: Upgrade the application
script: upgrade-app.sh
- name: Run smoke tests
script: smoke-tests.sh
rescue:
- name: Revert the VM to a snapshot after a failed upgrade
delegate_to: localhost
cs_vmsnapshot:
name: Snapshot before upgrade
vm: "{{ inventory hostname_short }}"
state: revert

- name: Re-add app server to the loadbalancer
delegate to: localhost
cs_loadbalancer_rule member:

name: balance_http
vm: "{{ inventory hostname_short }}"
state: present

- name: Remove a VM snapshot after successful upgrade or successful rollback
delegate_to: localhost
cs_vmsnapshot:
name: Snapshot before upgrade
vm: "{{ inventory_hostname_short }}"
state: absent

LugppoeaHue KoHPUOEeHUUANbHbIX OAHHbIX
npu nomowu Vault

CueHapuio yCTaHOBKYM Mezzanine TpebyeTcs JOCTYI K KOHGUIeHIIMATbHO
MHbOpMaIMM, TaKOM KaK Mapoyiu 6a3bl JAHHBIX M aJIMUHUCTPATOpPa. MbI
y>Ke MMeJIM C 3TUM JIeJI0 B I1aBe 6, TIe MTOMeCTWIN Bce KOHbUAeHIMaTbHbIe
IaHHbIe B OTAeNbHbIN daiin secrets.yml. DTOT dhaitn XpaHUICS BHE CUCTEMBbI
yIIpaBJIeHUS BEPCUSIMIA.

Ansible nmpeaaraet anbTepHaTUBHOE pellleHNe: BMeCTO XxpaHeHus daii-
na secrets.yml BHe CUCTeMbl yIIpaBjieHUs] BepCUSIMMU MOKHO CO3JaTh €ro
3amn@poBaHHYIO KONUIO. B 3TOM Cilydae, eciiu Halla cucTeMa yIpaBaeHUs
BepcusMu OyaIeT B3JIOMaHa, HApYIIUTEIb He TTOYYUT JOCTYIIA K COmepsKu-
Momy (aiina secrets.yml, eciiu He pacriosaraet rnaposjiem Ajs gemndposa-
HUSL.

YTuauTa KOMaHIHOM CTPOKM ansible-vault II03BOJISIET CO3LaBaTh U pe-
IaKTMPOBATh 3aInGPOBAHHBIN (aiiI, KOTOPHIN ansible-playbook OymeT aBTO-
MaTUYeCKy pacrio3HaBaTh M paciindpoBbIBATh C TOMOIIbIO ITapoJIs.
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LLindpoBaHue B cOCTOSAHUM NOKOSA

JTOT MHCTPYMEHT cnocobeH WwndpoBaTb TOIbKO AAHHbIE, HAXO-
[awmecs B COCTOSIHMM NOKOS (T. €. Ha Aucke). Mmerite B BUAY, 4TO
B 3a4a4ax, MCNOJb3YIOLWMX KOHPUAEHUMANbHbIE AAHHbIE, XXena-
TeNbHO YCTaHaBAMBATL NapaMeTp no_log: true.

BoT Kak MOKHO 3aimndpoBaTh UMeIoIuiics (aiin:

$ ansible-vault encrypt secrets.yml

Takske MOXXHO CO3[aTh HOBBIN 3amm@poBaHHbIi (aitl B crenyaJibHOM
KaTajore group_vars/all/next B marnke co ciieHapueM. bac xpaHuT rino6anb-
Hble TlepeMeHHble B group vars/all/vars.yml, a xoHPUOeHIMalbHbIE IaH-
Hble — B group_vars/all/vault (6e3 paciiMpeHusi, YTOObI He COMBATh C TOJIKY
JIMHTEPBI U PENAKTOPBDI).

$ mkdir -p group_vars/all/
$ ansible-vault create group_vars/all/vault

Bam OyneT mpe[iokeHO BBECTU Iaposib, a 3aTeM ansible-vault 3aITyCTUT
TeKCTOBBII pelakTop, YTOObI BbI MOIJIM 3aIIOHUTD (aiis. 11 peqakTupoBa-
HMS UCTIONb3YeTCs peLaKTOP, YKa3aHHbBIN B IepeMEeHHO OKPYKeHMSI $EDITOR.
Ecnu 3Ta mepemeHHas He ornpeneneHa B daiie mpoduiis KoMmaHIHO 060-
JIOUKU (export EDITOR=code), TO II0 YMOJYAHUIO UCIIOIb3YETCS vim.

B npumepe 10.31 noka3aHo, KaK BBINIIAUT cofepxkumMoe daiina, 3ammd-
POBAaHHOTO C IIOMOUIBIO ansible-vault.

Mpumep 10.31. Copepxxnumoe daina, 3awmdpoBaHHOIO C NoMoLWbl ansible-vault

SANSIBLE_VAULT;1.1;AES256
38626635666338393730353966303331643566646561363838333832623138613931363835363963
3638396538626433393763386136636235326139633666640a343437613564616635316532373635

35373564313132356663633633346136376332633665373634363234666363356530386562616463
35343436313638613837386661336366633832333938666532303931346434386433

K ¢aiiny, 3ammbpoBaHHOMY C TTOMOIIbBIO ansible-vault, MOKHO 0OpaniaTh-
Cs1 B CEKLMM vars_files KaK K 0ObIYHOMY (paiiry — BaM He TIPUIETCS] HUUEero
MEHSITh B mpumMepe 7.28, ecnu 3ammbpoBaTh daiin secrets.yml.

OnHako, 4TOObI HE TIPOMUCXOIMIO OIIMOKM TP oOpalleHny K 3ammndpo-
BaHHOMY (DaitiTy, Hy>KHO MOJICKa3aTh YTUJIUTE ansible-playbook, YTO OHA JOJIK-
Ha 3aIIpoCUTH TTApOJIb Iepe uTeHneM 3amdpoBaHHoro ¢aiina. [t aToro
JOCTAaTOYHO IepenaTb apryMEHT - -ask-vault-pass:

$ ansible-playbook --ask-vault-pass playbook.yml
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Taxske MOKHO COXPaHUTb IApPOJIb B TEKCTOBOM (haiisie ¥ COOOIIMUTB ansible-
playbook, ;e OH HAXOAUTCS, HACTPOUB IIePEMEHHYIO OKPY>KeHMS ANSIBLE_VAULT_
PASSWORD_FILE MJIM TOOABUB apryMEHT --vault-password-file:

$ ansible-playbook playbook.yml --vault-password-file ~/password.txt

Ecnu aprymeHT mapameTpa --vault-password-file ITpeICTaB/IsIET BbITIOTHSIE-
Mblit daiin, Ansible 3aIyCTUT ero 1 UCIIONb3YyeT COIEePKMMOe CTaHIapPTHOTO
BBIBOJIA KaK IapoJib. biaaromapst aTomy ajis repemaum naposist B Ansible Mosk-
HO UCIIO/Ib30BaTh ClieHaApUM.

B Ta6s1. 10.5 repeuncaeHbl JOCTYITHbIE KOMaH/bI ansible-vault.

Ta6nuua 10.5. KomaHabl ansible-vault

KomaHnpa OnucaHue

ansible-vault encrypt file.yml | Ludpyet TekcroBsbiit daiin fileyml

ansible-vault decrypt file.yml | [ewwncdpyeT 3awmndposaHHbiit daiin fileyml

ansible-vault view file.yml BbiBOAMT copepxumoe 3almndpoBaHHoro daiina fileyml

ansible-vault create file.yml Co3paeT HOBbIM 3awmndpoBaHHbIi daiin fileyml

ansible-vault edit file.yml OTkpbIBaeT B penaktope 3awndpoBaHHbii daiin fileyml

ansible-vault rekey file.yml M3meHsieT naponb K 3alwmbpoBaHHoOMyY daiiny file.yml

LLndpoBaHue ¢ ucnonb3oBaHMEM pasHbIX Naposei

OmHOro maposist MOKeT ObITh TOCTATOYHO /1T HeOObIIIO KOMaH/abl, HO
MHOTIa ObIBaeT JKeJlaTeIbHO Pa3Ae/InThb 3a/1auM U MCII0Ib30BaTh pa3Hble Ia-
pONM B pa3HbIX OKpY>XKeHUsIX. B Bepcun 2.4 mosiBuIach MoAaep>kKa OTaesb-
Horo uaeHTudukaropa mmdposanus Vault-1D miis onpeneneHHOro 3ammd-
poBaHHOrO (aiina. Takoit MaeHTUdUKATOP MOJ00EeH MMeHM KOHKPETHOTO
Taposist; HarpuMep, AJIsl Cpeibl pa3paboTKY MOXKHO OTIpeIe/INTb UIeHTUM -
KaTop «dev», a I MPOMBILITIEHHO Cpefbl — UAeHTUGUKATOP «prod».

B daiine ansible.cfg B pasmene [defaults] MbI CO3[a€M CCbUIKY Ha UIEHTMU-
(dbukaTopbl Maposeii u COOTBETCTBYIONIME UM (aiiibl maposei (3Tu Qaitb
IOJIKHBI CYII[eCTBOBATD):

[defaults]
vault_identity_list = dev@~/.vault_dev, prod@~/.vault_prod

Korga ¢ momorpio naeHTdUKaTOpa MU PYIOTCS JaHHbIE AJ1ST TTPOMBIIII-
JIEHHOV Cpe[ibl:

ansible-vault encrypt --encrypt-vault-id=prod group_vars/prod/vault
B 3ar0JIOBOK (haiiia momeraeTcst COOTBETCTBYONIMIA naeHTHduKkatop Vault-1D:
SANSIBLE_VAULT;1.2;AES256;prod
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3aknyeHue

Ansible uMeeT MHOXeCTBO (YHKIIMI, TTOMOTAONIMUX TMOKO 06pabaThiBaTh
MorpaHMYHbIe Cy4yan, 6yab TO 06paboTKa OmMOOK M UCKIIOUEHMI, BBOM, U
npeobpa3oBaHyMe AAHHBIX, UTE€PALIMM WM MUCIIOIb30BaHMe KOH(DUOEHIN-
aJIbHBIX TAHHBIX. B 3TOJ 1aBe GbUIM TpeCTaBIeHbl HEKOTOPbIE TOTIOTHM-
TeJbHbIe BO3MOXKHOCTM Ansible — BbI MOskeTe BepHYTbHCS K Hei, KOTIa OHU
BaM JeiiCTBUTeNbHO TOHano6sTcs. Crienylomias riasa OymeT 6osee mone3Ha
1711 HAUMHAIOIIMX.



masa 1. 1

YnpaBneHue XoCTaMu,
3a4a4aMu U 06paboTunkamm

VHorma moBegeHye 10 yMOTUaHMIO cucTeMbl Ansible He B 1oHO# Mepe co-
OTBETCTBYET Ha MM sKeJIaHUSIM. B 3TO¥1 ri1aBe Mbl TO3HAKOMMMCS C MHCTPY-
MeHTamu Ansible, momMorammMu BIOMPATh XOCTHI [IJISI 0OCTYysKMBaHMSI, 3a-
MTyCKaTh 3a7auy U UCII0/Ib30BaTh 00PabOTUNKIA.

Llla6noHbl Ona ebibopa xocmoe

Jlo cux Mop mapaMeTp host B HAILIMX OTlepaIysIX ONpeesisiyi eUMHUYHBI XOCT
VJIU TPYIIITY, HAIIpUMep:

hosts: web

OnHako BMeCTO eIV HUYHOTO XOCTa U T'PYIIIIbI MOXKHO YKa3aTb WaooH .
Mbl1 Y>Ke BUuaeian 11a6JI0H all, KOTOprVI IMMO3BOJIAET 3aITYCKATb 3aJa4M Ha BCEX
MN3BECTHBIX XOCTax:

hosts: all

MOKHO ompenennTb 00beIVHEHNE ABYX TPYIII C ITOMOIIbIO TBOETOUMS,
HaIpyMep BCe MalllMHbI B IPYIINaXx dev U staging:

hosts: dev:staging

C moMonIb10 ABOETOYMS M 3HAKA aMIlepcaH/ia (&) MOKHO ONpele/nThb me-
peceueHne. Hampumep, Bce cepBepbl 0a3 JaHHBIX B OKPYXeHUM OOKaTKU
(rpyrma staging) MOXKHO BbIOpATh TaK:

hosts: staging:&database

B Ta6s. 11.1 mepeuncieHsl mab/oHbI, TOAAep>KuBaeMblie B Ansible. O6pa-
TUTE BHMMAaHMe, YTO Pery/sipHble BIPAKEHMS BCEra HAUMHAIOTCS CO 3HaKa
TWIbABI (~).
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Ta6nuua 11.1. MoppepxxmBaemble LWAGNOHbI

DeictBue Mpumep ucnonbsoBaHus
Bce xocTbl all

Bce xocTbl *

O6begnHeHue dev:staging

MepeceyeHne staging:&database
MckntoueHne dev: !queue

llabnoH noacTaHOBKM *_ example.com

[nana3oH HyMepoBaHHbIX CEPBEPOB web[5:10]

PerynsipHoe BbipaxeHue ~web\d\.example\.(com|org)

Ansible mopmepskuBaeT Tak:ke KOMOMHALMM 1a610HOB. Hampumep:

hosts: dev:staging:&database:!queue

OzpaHuyeHue obcayxueaemMbix XoCmoe

[Inst orpaHUYeHMSI TIePEeUHs XOCTOB, Ha KOTOPBIX OYEeT BbITIOMHSATHCS CIleHa-
puii, ucrionb3yeTcst duar -1 win --1limit, Kak MokaszaHo B npumepe 11.1.

Mpumep 11.1. OrpaHnyeHmne nepeyHs 06CNYKMBAEMbIX XOCTOB

$ ansible-playbook -1 <obpasey> playbook.yml

$ ansible-playbook --limit <obpazey> playbook.yml

Ilnst ompemesieHMsI KOMOWHALVI XOCTOB MOXKHO MCITIO/Ib30BAaTh TOBKO UTO
OTIMCAHHBI CMHTAKCHUC I1a6IOHOB, HATIPUMED:

$ ansible-playbook -1 'staging:&database’ playbook.yml

3anycK 3aa4M Ha ynpaeBnaolein MallmHe

MHorma Heo6X0AMMO BBITIOTHUTH KOHKPETHYIO 3aJjauy Ha yIIpaB/solein
MarimHe. Iyt aToro Ansible mpepgyaraert BeipaskeHue delegate_to: localhost.

CepBepbl B OOJMBIIMHCTBE OPraHM3alNii He MMEIOT MPSIMOTO IOCTyIMa K
MHTEPHETY, HO eCTb BO3MOKHOCTb 3aTrpy3UTh HeoOXoaymMbie (aiiibl uepes
MPOKCHM-CepPBeP Ha YIPaB/SIONIyI0 MalllMHy. B TakoM cJlyuae MOKHO [eJie-
TMPOBaTh 3arpy3Ky (GaiIoB YIIpaB/IsIONleil MallHe:

- name: Download goss binary
delegate_to: localhost
connection: local
become: false
get_url:
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url: "https://oreil.ly/RuRsL"
dest: "~/Downloads/goss"
mode: '0755'

ignore_errors: true

bac ucronb3yeT BoIpaskeHUe ignore_errors : true, IOTOMY UTO B CIyyae Hey-
Iauy MIPUXOAUTCS UCITONIb30BaTh TeHeBoi I T-pecypc!, 4TOOBI MOTYUYNTH (aiia
" TIOMEeCTUTD ero B Kataynor Downloads BpyuHyt0. GOSS — OUeHb MOLIHBII UH-
CTPYMEHT TeCTMPOBAHMS CEpBEPOB, OCHOBaHHbIN Ha crienvidukaiy YAML.

Céop ¢pakmoe epyuHyro

B cyuasix, korga cepsep SSH elne He 3armyleH, IOJe3HO SIBHO OTK/IIOUYUTh
c6op dakroB. B npoTBHOM cityuae Ansible mombITaeTcsl yCTaHOBUTD COEIM-
HEHMe C XOCTOM U coOpaTh (haKThI ellie I0 3aycKa rnepBoii 3agaun. [Tockosb-
KY IIOCTYII K ¢hakTaM HeobxoauMm (HAIlOMMHA, YTO Mbl UCIOJIb3yeM (aKT
ansible_env B HallleM CII€HApuUM), MOKHO OOPATUThCS K MOMYJIIO setup IJISI
MHUIMaumu c6opa GpakToB, KaK IMoKa3aHo B mpumMepe 11.2.

MNpumep 11.2. OxnaanHue 3anycka SSH-cepsepa
- name: Chapter 9 playbook
hosts: web
gather_facts: false
become: false
tasks:
- name: Wait for web ssh daemon to be running
wait_for:
port: 22
host: "{{ inventory hostname }}"
search_regex: OpenSSH

- name: Gather facts
setup:

lMonyyeHue IP-adpeca xocma

B HallleM clieHapuy HeCKOJIbKO MMEH XOCTOB MCKYCCTBEHHO CO3[aHO 13 IP-
azipeca BebO-cepBepa.

live_hostname: 192.168.33.10.xip.10
domatins:

Tlonm ncnonb3oBaHueM meHeso20 UT-pecypca MOHUMAETCS NMPaKTUKA, KOTAa JIFOASIM MPUXOAUTCS ITPU-
6eraTb K BO3MOXKHOCTH TIONy4YeHMsl TpeGyeMbIx (aiiioB 06XOLHBIMM MYTSIMU, €CU (IIeHTPATbHOE)
nozpaszaenenue UT orpaHnunBaeT NOCTYII K KOOy, HAXOASAIIEMYCsI B MHTepHeTe. Harpumep, [BOMY-
HbIii Paiis1 MOKHO yriakoBaTh B JokyMmeHT Microsoft Word B popmare uuencode vt oTripaBUTBb I10 3J1€K-
TPOHHOJ ITOUTE Ha CBO¥ pabounii KOMITbIOTED.
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- 192.168.33.10.xip. 10
- www.192.168.33.10.xip. 10

A ecnu MBI 3aXOTUM UCIIOJIb30BATh TAKYIO K€ CXeMY, HO He OIpefessiTh
[P-azmpeca B mepeMeHHbIX? B aToM ciyuae, eciu [P-azmpec Be6-cepBepa U3-
MEHUTCS, HAM He IIPUIETCSI BHOCUTb U3MEHEeHMUI B CLieHapuii.

Ansible monyvaet [P-afipec KaXk[10ro X0CTa 1 COXpaHseT ero B ansible_facts.
Kaxxnplii ceTeBoit MHTepdeiic rpeacTaB/ieH CBsI3aHHbIM ¢ HUM ¢dakToM. Ha-
TpuMep, TaHHbIe O ceTeBOM MHTepderice ethd XpaHSITCS B aKTe ansible_etho.
OJTO IOKas3aHo B npuMepe 11.4.

Mpumep 11.4. ®axT ansible_ethO

"ansible_eth0": {

"active": true,

"device": "eth0",

"{pva": {
"address": "10.0.2.15",
"broadcast": "10.0.2.255",
"netmask": "255.255.255.0",
"network": "10.0.2.0"

1
"{pve": [
{
"address": "fe80::5054:ff:fed4d:77d3",
"prefix": "64",
"scope": "link"
}
]

"macaddress": "52:54:00:4d:77:d3",
"module": "e1000",
"mtu": 1500,
"promisc": false,
"speed": 1000,
"type": "ether"
}

Hamra mammua Vagrant uMeet nBa uHTepderica, ethd 1 ethl. HTEpdeiic
etho — mpuBaTHbIN, ¢ [P-agpecom (10.0.2.15), HemOCTYITHBIM 1151 HAac. IHTep-
(e’ic ethl — TOT camblif, KOTOPOMY MbI ITpucBOWIN IP-agpec B Hamiem daiiie
Vagrantfile (192.168.33.10).

MbI MOKEM OIpeeUTb IIepeMeHHbIe CIeAYIONMM 00pa3om:

live_hostname: "{{ ansible_facts.ethl.ipv4.address }}.xip.10"
domains:

- "{{ ansible_facts.ethl.ipv4.address }}.xip.10"

- "www.{{ ansible facts.eth1.ipv4.address }}.xip.10"
Running a Task on a Machine Other than the Host
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3anyck 3a0a4yu Ha CMOpPOHHell MawluHe

VHorma Heo6XoAMMO 3aITyCTUTh 3a7auy, CBSI3AHHYIO C XOCTOM, HO Ha IPYTOM
cepsepe. JIJIs1 9TOro MOKHO MUCIIOJIb30BaTh BhIPaskeHMeE delegate_to.
OG6BIYHO 3TO TpebyeTcs B ABYX CTyUasiX:

e I/ aKTUMBALUMM TPUITEPOB B CUCTEMAaxX MOHUTOPMHTA, TAKMX KakK
Nagios;

e IS Tiepefadyy XOoCTa MOJ yIipaBjieHMe O6aJaHCHMPOBIIMKA HArpy3Ku,
Takoro kKak HAProxy.

IIpencraBbTe, HAIIpMUMeEpP, YTO HAM HEOOXOIMMO aKTUBMPOBAThH TPUITEPbI
Nagios 1711 BceX XOCTOB B TpyTMIie web. [IOMyCTMM, y HaC B peecTpe MMeeTCs
3anmch nagios.example.com. Ha 3Tom xXocTe 3amylieHa cucTeMa MOHUTOPUH-
ra Nagios. B mpumepe 11.5 mokaszaHo, KaK MOXHO ObIJIO ObI MCITOIb30BaTh
BbIpakeHMe delegate_to B 3TOM CJTyUae.

Mpumep 11.5. Mcnonb3oBaHue delegate_to nns Hactporiku Nagios

- name: Enable alerts for web servers
hosts: web
tasks:
- name: enable alerts
delegate_to: nagios.example.com
nagios:
action: enable_alerts
service: web
host: "{{ inventory_hostname }}"

B sTom mpumepe Ansible BwimonHsIeT 3amauy nagios Ha cepBepe nagios.
example.com, HO TIepeMeHHasI inventory_hostname, MCITOJIb3yeMasi B OIeparnm,
CChIJIA@TCS Ha XOCT web.

Bosee mompo6HO O delegate_to pacckaswiBaeTcss B lamp_haproxy/rolling
update.yml, B ipumepax mpoekTta Ansible (https://oreil.ly/XtkLO).

lNocnedosamesibHoOe 8bINOJIHEHUe 3a0a4yu Ha Xxocmax
no oOHomy

[To ymonmuanuio Ansible BBITIOTHSIET KaskAyIO 3aJayy Ha BCEX XOCTaX Ia-
paynenbHo. Ho MHorga TpebyeTcsi, YTo6bI 3a7avya BBIMOTHSIIACh Ha XOCTaX
mo ouepeny. KaHOHMYECKMM TPUMEPOM SIBJISIETCSI OOHOBJIEHVE CEPBEPOB
MIPUJIOKEHWIA, KOTOpbIe MEICTBYIOT IO yIIpaBjeHMeM GajaHCHMPOBIINKA
Harpysku. OOGBIYHO cepBep MPUIOKEHMIT BBIBOAUTCS M3-TIOA, YIIPaBIeHUS
6a71aHCHMPOBIIMKOM Harpy3Ku, OOHOBJISIETCS ¥ BO3BpalaeTcst oopaTtHo. [Tpu
3TOM He XOTeJIOCh ObI IIPUOCTAHABIMBATD 6Ce CEPBEPBI MPUIOKEHMIA Cpasy,
ITOTOMY UTO B 9TOM C/Tydae CJIy>k6a CTaHeT HeIOCTYITHOJA.


https://oreil.ly/XtkLO
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OrpaHmMumnTh YMCIO XOCTOB, HA KOTOPbIX Ansible 3amyckaeT clieHapuii,
MOXXHO BbIpaskeHMeM serial. B mpumepe 11.6 mpogeMOHCTpUPOBAH IIOCIEI0-
BaTeJIbHBII BBIBOJ, XOCTOB M3-I101, YIIpaB/IeHMs 6aIaHCUPOBIIVKOM Harpys-
K1 Amazon EC2, 06HOBJ/IeHME CUCTEMHBIX ITAKeTOB 1 BO3BpalleHe XOCTOB
obparHo. (ITogpo6Hee 06 Amazon EC2 paccka3biBaeTcs B IiaBe 14.)

Mpumep 11.6. BbiBoA XOCTOB M3-Nno4 ynpaBaeHUs 6anaHCMPOBLLMKOM HArpy3ku u
0OHOBNEHWE NaKeTOB

- name: Upgrade packages on servers behind load balancer
hosts: myhosts
serial: 1
tasks:
- name: Get the ec2 instance id and elastic load balancer id
ec2_facts:

- name: Take the host out of the elastic load balancer
delegate_to: localhost
ec2_elb:
instance_id: "{{ ansible_ec2_instance_id }}"
state: absent

- name: Upgrade packages
apt:
update_cache: true
upgrade: true

- name: Put the host back in the elastic load balancer
delegate_to: localhost
ec2_elb:
instance_id: "{{ ansible_ec2_instance_id }}"
state: present
ec2_elbs: "{{ item }}"
with_items: ec2_elbs

B Hamem mpumepe Mbl Tiepenany BhIPasKEHUIO serial apryMeHT 1, CO00-
B cucteMe Ansible, YTo XOCTbI JOIKHBI 00pabaThIBATHCS ITOC/IEIOBATEb-
Ho. Ecyin 661 MbI Tiepenmainu 2, Ansible o6pabaTbiBasia 656l IO 1Ba XOCTa Cpasy.

O6bIYHO, KOTIa 3a7jaua TePIUT Heymauy, Ansible mpekpaimaet 06pa6oT-
Ky JTaHHOTO XOCTa, HO IMPOJ0/KaeT 06paboTKy oCcTambHbIX. EC/IM MCITONb-
3yeTcsl 6aIaHCUPOBIIMUK HATPy3KHM, TO, BO3MOKHO, ITpakKTUUHEee OYyAeT OT-
MEHUTD BBIIIOJTHEHNE BCei OIlepanuy A0 TOT0, Kak OlIMOKa BO3SHMKHET Ha
BCEX XOCTax. lHaue MOKeT MOTYYMUTHCS TaK, UTO BCe XOCThI OYAYT BbIBEZE-
HbI U3-T107, YIIpaBJeHMs 6aIaHCHPOBIIMKOM HAarpy3Ku 1 eMmy HedeM OymeT
YIIPaBJISITh.
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OmnpenennTb MaKCUMaJbHOE KOJIMYECTBO XOCTOB, HAXOISIIMXCS B COCTOSI-
HUM OIIMOKY (B MPOILIEHTAX), IO TOCTMKEHUY KOTOporo Ansible rmpekpaTtur
BBITIOJTHEHME OTIepalvi, MOXKHO C TIOMOIIbIO BhIpasKeHMSI max_fail_percentage
BMecTe C serial. Hampumep, MOMyCTUM, UTO MbI YKa3aay MaKCUMaJbHbIi
MPOLIEeHT Heyaau 25 %:

- name: Upgrade packages on servers behind load balancer
hosts: myhosts
serial: 1
max_fail_percentage: 25
tasks:
# fanee cnefywt 3afayun

Ecnu 6b1 y Hac 6bUIO 4 XOCTa ¥ OAVH TOTepIiesl Heyaady Mpy BbITTOTHe-
HUM 3aAauu, Torga Ansible mpogosskiia Obl BbITIOHEHMe Orlepalyui, IoTo-
MYy UTO MOpPOT B 25 % He mpeBbilieH. OJHAKO eC/in Ha BTOPOM XOCTe 3ajaua
TaKkke 3aBepIUIMUTCS C OMMOKOI, Torga Ansible ocTaHOBUT BCIO omepaliyio,
MTOCKOJIBKY y3ke 50 % XOCTOB OYAYT HAXOOUTHCS B COCTOSTHUM OIMIMOKY, 8 3TO
BbIllIe 25 %. YTOOBbI OCTAHOBUTD OIepalyIo TPy IePBOJi 3Ke OlbKe, yCTaHO-
BUTe max_fail_percentage paBHBIM 0.

lMakemHas o6pabomka xocmos

B BbIpaskeHMe serial TOXXe MOXKHO IepefaTh IIPOLEHThI BMECTO 4MciIa X0C-
TOB. B aTom cimyuyae Ansible cama onpenenuTt, CKOIbKO XOCTOB M3 UMCIa
Y4aCTBYIOLIMX B OIlepalyy COOTBETCTBYIOT 3STOMY 3HaY€HMIO, KaK ITI0Ka3aHOo
B pumepe 11.7.

MNpumep 11.7. Ucnonb3oBaHMe NPOLEHTOB B BbipaxkeHuu serial

- name: Upgrade 50% of web servers
hosts: myhosts
serial: 50%
tasks:
# fanee crefywT 3afauu

MO>KHO MOWTHU ellle Aajibllie, HalpyUMep BBITIOTHUTH OMepalyuio cCHavaaa
Ha OHOM XOCTe, yOeIUThCS, UTO BCe MPOIILIO 6;1arOIOTyIHO, a 3aTeM IToc/Ie-
IOBaTEJIbHO BBITIOMHSITH OIepaIyio Ha GObIIEM UYMCIe XOCTOB Cpasy. TO
MOYKET TIPUTOAUTHCS IJIsT YIIPaBIeHMsI 60IbIIMMY JTIOTUUYECKMMI KIacTepa-
MU He3aBUCUMMBbIX XOCTOB; Hanmpumep 30 XxoCcTamMu B CETU JOCTABKU COAEP-
skumoro (Content Delivery Network, CDN).

[IJ1s peanu3alyy Takoro MoBeIeHNs, HauMHas ¢ Bepcunu 2.2, Ansible mo-
3BOJISIET 3a/1aBaTh B BbIPKEHUN serial CIIMCOK C pa3MepaMy MakeToB. Jie-
MEHTaMM 3TOTO MOTYT OBITH IeJIble UMC/Ia MM MPOILEHTHI, KaK TT0OKa3aHo B
npumepe 11.8.



BbiGop 3agay and 3anycka < 245

Mpumep 11.8. Mcnonb3oBaHMe CNMCKa C pa3MepaMu NakeToOB B BblpaXkeHUU serial

- name: Configure (DN servers
hosts: cdn
serial:
-1
- 30%
tasks:
# panee cnepywt 3apauu

Ansible 6ymeT orpaHMYMBaTh KOJIMYECTBO XOCTOB B KaXKIOM IaKeTe, Cje-
Iysl TIO CITMCKY B serial, TOKA He OYAET JOCTUTHYT ITOCJT€IHUI ero 3JIeMeHT
MJIA He OCTaHEeTCsI XOCTOB JJIs1 00pabOTKM. DTO 3HAUUT, UTO ITOCTeSHMIA JJ1e-
MEHT B CIMCKe serial IPOJO/DKUT OeiCTBOBATh A0 OKOHUAHMS OIlepallyu,
TOKa He 6yayT 06paboTaHbl BCe XOCThI.

Ecnu mpeanosnoskuTb, 4TO TIpeAbIAyias onepanys oxBaTbiBaeT 30 XOCTOB
cetu CDN, Torma Ansible cHauasa BBIIIOJIHUT OmepalMio Ha OGHOM XOCTe, a
3aTeM I0C/IeIoBaTeIbHO OyaeT 06pabaThiBaTh XOCThI MakeTamu 1o 30 % oT
ob1rero umcia XocTos (T. e. 1, 10, 10, 9).

OO0HoKpamHelii 3anycK

HOTIAa MOXET MOTPeOOBaThCS BBITIOJHUTD 3aaUy OJHOKPATHO JaXKe Mpu
HaJIMYMM HECKOIbKUX XOCTOB. Hampumep, ripeicraBbTe, YTO Y BaC €CTh He-
CKOJIBKO CEepPBEpPOB MPUJIOKEHNH, 3aIyIIeHHbIX 3a 6aJaHCUPOBIIMKOM Ha-
TPY3KM, ¥ BaM HeEOOXOAMMO OCYIIECTBUTb MUTpaAlMIO 0a3bl JAHHBIX, HO
TOJIBKO Ha OHOM U3 HUX.

IIJIs1 5TOTO MOXKHO BOCIIO/Ib30BAThCSI BHIPAsKEHMEM run_once ¥ IIOTPEOOBATH
oT Ansible BbITIOJIHUTH 3a/1a4Uy TOJBKO OJMH pa3:

- name: Run the database migrations
command: /opt/run_migrations
run_once: true

Bpra)KeHI/Ie run_once MOJKET TaKXKe IIPUTOOAUTLHCA IPU MCIIOJIb30BAHUN
delegate_to: localhost, eciu CLleHapI/Iﬁ BOBJIEKAeT HeCKOJIbKO XOCTOB 1 HE00-
XOOMMO BBIIIOTHUTD JIOKAJIbHYIO 3a/1a4y TOJIBKO OOVMH Pa3:

- name: Run the task locally, only once
delegate_to: localhost
command /opt/my-custom-command
run_once: true

Bbi6op 3adauy ons 3anycka

VHorma keyaTeabHO, UTOOBI Ansible BBITIOIHMIIA He BCe 3a1a4M B CLIEHAPUH,
HampuMep BO BpeMsi pa3paboTKyM 1 OTaaaku cieHapusi. st atoro Ansible
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rnogaep>XKmuBaeT HeCKOJIbKO ITapaMeTpPOB KOMaHIHON! CTPOKMU, ITO3BOJISIOIINX
YIIPpABJIATDb BbIIIOJTHEHMEM 3a14a4.

step

@nar --step 3actaBisieT Ansible 3arnpainiBaTh TOATBEPXKIEHNME HA 3aITyCK
KaKI0J1 3aaun:

$ ansible-playbook --step playbook.yml
Perform task: Install packages (y/n/c):

B oTBeT MOKHO ITOTPeOOBATh BHITIOIHUTD 3a1a4y (y), IPOITYCTUTH ee (n)
W TIOTPOCUTh Ansible BBIMOJHUTH OCTABIIYIOCS YacTh ClieHapus 6e3 mo-
TMOJTHUTEbHBIX TTOATBEPXKIAeHU (c).

start-at-task

@mnar --start-at-task taskname TpebyeT OT Ansible BBIITOTHUTDH CIIeHAPUIA,
HauyMHas C YKa3aHHOI 3amaun. ITO yOO6HO, ey KaKkas-To 3ajayva IoTep-
mejia Heyaavy 13-3a OIMMOKM B OIHOI U3 MPeIbIAYIINX 3a0a4 U Bbl XOTUTE
repes3arryCTUThb CIIeHAPUIi C TO 3aJaui, KOTOPYIO TOJIBKO UTO MCITPABUIINA.

3anyck AeUCTBUIA C Teramu

Ansible mo3BossieT 706aBISITh TETM K 3aJayYaM, POJISIM U orepanysM. [lo-
6aBMB B KOMaH/Iy GJIar -t umeHa_teros VIJIM --tags WMeHa_Teros, MOXKHO TTOTPe60O-
BaThb OT Ansible BRIIOIHUTH TOJIBKO OIepaLvii, POJIM U 3a1a4y, OTMEYEHHBIE
ornpeneneHHbIMYU Teramu (mpumep 11.9).

Mpumep 11.9. BoinonHeHue 3334 € yKasaHHbIMK TeramMu

- name: Strategies
hosts: strategies
connection: local
gather_facts: false

tasks:

- name: First task
command: sleep "{{ sleep_seconds }}
changed_when: false
tags:
- first

- name: Second task
command: sleep "{{ sleep_seconds }}
changed_when: false



(Crpateruv BbINONHEHMS < 247

tags:
- second

- name: Third task
command: sleep "{{ sleep_seconds }}"
changed_when: false
tags:
- third

Ec/iu 3aIyCTUTb 3TOT CLIEHapUii C apTyMEHTOM --tags first, TO OH BbIBEJIE€T
pe3y/IbTaThl, KaK MoKa3aHo B npumepe 11.10.

Mpumep 11.10. 3anyck TONbKO 334a4 C Terom first

$ ./playbook.yml --tags first

PLAY [Strategies] kkkkkkkkkkkhhhhhkkkhhhhhkkhhhhhhrkkhhhhhhkkkkhhhhrkkkkhhhkkkkdk
PLAY [Strategies] kkkkkkkkkkkhhhhhrkkkhhhhhhkkhhhhhhrkkhhhhhhkkkhhhhhrkkkkhhhhkkkdk
TASK [First task] kkkkkkkkkkkhhhhhrkkkhhhhhkkkhhhhhrkkkkhhhhkkkhhhhhrrkkkkhhhhkkkdk
ok: [one]

ok: [two]

ok: [three]

PLAY RECAP kkkkkkkkkkkkhhhhhkkkhhhhhhkhhhhhhhhkdddhhdhhkbbhhdhhdkhdddhhhrkdddddd

one : ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 1ignored=0
three : ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0
two : ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0

Ilo6aBieHye TEroB K 3aJauam, pojisiM U OIeparysm — 5TO OOMH U3 CIIOCO-
60B OpraHK30BaTh TOUHOE YIIPaBJIeHe BbITIOTHIEMbIMM IEICTBUSIMHU B CIie-
HapusX.

Mponyck pencTBmiA € Teramu

Ilo6aBuB B KOMaHy ¢iar --skip-tags umena_teros, MOKHO ITOTPe6GOBATH OT
Ansible BBITTOJHUTb TOJBKO OTEpaLUM, POJIK U 3a7aui, He MMeIoIye yKa-
3aHHBIX TETOB.

Cmpamezauu ebinonHeHuUs

BbIpakeHMue strategy Ha YPOBHE OIepaiui AaeT AOTMOJTHUTETbHYIO BO3MOX-
HOCTb YIIPaBJIeHMS BBITIOJTHEHMEM 3a/1au Ha BCEX XOCTaX .

MbI yke 3HaeM, UTO [0 YMOJTUYAHMIO UCIIONIb3YeTCsl CTPaTerusl TMHEeHO-
ro BBITTOJIHEHMS linear. COTIacHO 3TO¥ cTpaTernu Ansible 3amyckaeT 3agauy
Ha BCEX XOCTaX Cpasy, JKIeT ee 3aBepiieHus (YCIENTHOTO WK C OIIMOKOIA)
" 3aTeM 3aIlyCKaeT CJIEAYIONIYIO 3a/1auy Ha Bcex xocTax. Kak pesynbrar, Ha
BBITTOJIHEHME KaXKI0 3aauy YXOIUT POBHO CTOJIbKO BPEMEHM, CKOJIbKO JIJIsT
3TOrOo TpebyeTcs: caMOMY MeIJIEHHOMY XOCTY.
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HaBaiiTe UCIoib3yeM ClieHapuii, IpeacTaBJieHHbIl B puMepe 11.9, njis
IeMOHCTpaluu MPUMEHEeHUsI Pa3HbIX CTpaTeruii. Mbl UCHoNb3yeM MUHMU-
MaJIbHbIN (aitn hosts, IIpecTaB/ieHHbIN B ipumepe 11.11, comepskainii Tpu
XOCTa, 1T KKA0r0 U3 KOTOPBIX OIpele/ieHa nepemMeHHas sleep_seconds CO
CBOMM 3HaUe€HMEeM CEKYH]I.

Mpumep 11.11. ®ain hosts c TpeMS XOCTaMU U C Pa3HbIMU 3HAYEHUSAMU MEPEMEHHOMN
sleep_seconds

[strategies]

one sleep_seconds=1
two  sleep_seconds=6
three sleep_seconds=10

linear

CueHapuit B mpuMepe 11.12 BBINIONMHSIET ONepaLuio C TpeMs 3aJayamMu
JIOKaJIbHO, KaK TOTO TpebyeT BbhIpaxkeHMe connection: local. Kaxkmasi 3amava
MIPMOCTAHAB/IMBAETCS Ha BpeMs, yKa3aHHOe B [IepeMeHHOI1 sleep_seconds.

Mpumep 11.12. CueHapuit ong npoBepku ctpaternu linear

- name: Strategies
hosts: strategies
connection: local
gather_facts: false

tasks:

- name: First task
command: sleep "{{ sleep_seconds }}"
changed_when: false

- name: Second task
command: sleep "{{ sleep_seconds }}
changed_when: false

- name: Third task
command: sleep "{{ sleep_seconds }}
changed_when: false

Ecin 3amyCcTuUTh 9TOT ClieHapuii CO CTpaTeruei rno yMoJadaHuo linear, OH
BbIBE/IeT Pe3y/ibTaThl, MOKa3aHHbIe B mpumepe 11.13.

Mpumep 11.13. Pe3ynbTaTthl BbINOAHEHUS CLLEHAPUA CO CTpaTernen linear

$ ./playbook.yml -1 strategies
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PLAY [Strategies] kkkkkkkhkkhkhhkkkkhhkhhhhhkhkhhkkhkhhkhhkkhkhkkhkhhkkhkkhkkkxk
TASK [First task] kkkkkkkhkkhkhhkkhkhhkhhhhhkhkhhkkhkhhkhhkhhkhhkhkhhkkhkkhkkkxk

Sunday 08 August 2021 16:35:43 +0200 (0:00:00.016) 0:00:00,016 **rkkikik
ok: [one]

ok: [two]

ok: [three]

TASK [Second task] kkkkkhkhkkkhhhhhkhhhhhhhhhhhhhhhhhhhddhhhrhdhhhhrhddddhhrrrrd
Sunday 08 August 2021 16:35:54 +0200 (0:00:10.357) 0:00:10,373 *¥rkkikik
ok: [one]

ok: [two]

ok: [three]

TASK [Third task] kkkkkhkkkkkhhhhhhhhhhhhhhhhhhhhhhrhhdddbbhrdhdhhrrhddddbbrrrdd
Sunday 08 August 2021 16:36:04 +0200 (0:00:10.254) 0:00:20,628 *¥rkkikik
ok: [one]

ok: [two]

ok: [three]

PLAY RECAP R R R e R R R R R R R LR
one : ok=3 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 1ignored=0
three : ok=3 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 1ignored=0
two : ok=3 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 1ignored=0

Sunday 08 August 2021 16:36:14 +0200 (0:00:10.256) 0:00:30.884 *rkxkikk
FIrSt £ask - ---mmmmmmme e 10.36s
ThLrd task «---mm e m e e 10.26s
SeCONd task = - - - mm e 10.25s

MbI momyumin yxe 3HaAKOMbI/i HaM yIOPsITOUeHHbI BbiBOA. Ob6paTute
BHMMaHMe Ha OIMHAKOBBIN MOPSIOK BBITIOMHEHNS 3a4a4. ITO OObSICHSIETCS
TeM, UTO XOCT one BCET/Ia BbITIOHSET 3a/1aun ObICTpee Bcex (Tak KakK AJisl Hero
YCTaHOBJIEHA camasli KOPOTKasl 3aJlePKKa), @ XOCT three — MeJjIeHHee BCex
(oy1s1 Hero ycTaHOBJIEHA caMas A0Jras 3aJePKKa).

free

B Ansible qocTymnHa elie oflHa cTpaTerus — crpaterus free. JIeiicTBys B CO-
OTBETCTBUM CO CTpaTeruei free, Ansible He XJieT pe3y/sbTaTOB BbITIOTHEHMS
3371auM Ha BCexX XO0CTaxX. BMecTo 3Toro, Kak TOJIbKO KaskAbIi XOCT BHITIOTHUT
oyepemHYIO 3a/1auy, eMy TYT e TlepefaeTcs cyieAyroIas.

B 3aBMCHMMOCTM OT OBICTPOAENCTBUS alllapaTypbl U 3aJepkeK B CeTU
OJIVIH M3 XOCTOB MOKET CITPaBJ/ISIThCS C 3aJaUaMy ObICTpee IPyTruX, HaXxo-
ISIIMXCS Ha IPYrom Kpato cBeTa. Kak pe3ynbTaT, HEKOTOpPbIe XOCTbI MOTYT
0Ka3aTbCs y’Ke HaCTPOeHHbIMMU, TOTA KaK APyrue — HaXOAUThCS B cepean-
He orepaiuu.

Ecnu onipenennTs A5 clieHapys CTpaTeruio free, Kak Moka3aHo B IIpUMe-
pe 11.14, ero BbIBOO, U3MEHUTCS.
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Mpumep 11.14. Buibop cTpaternu free B cLLeHapum

- name: Strategies
hosts: strategies
connection: local
strategy: free
gather_facts: false

tasks:

- name: First task
command: sleep "{{ sleep_seconds }}
changed_when: false

n

- name: Second task
command: sleep "{{ sleep_seconds }}
changed_when: false

n

- name: Third task
command: sleep "{{ sleep_seconds }}
changed_when: false

n

O6paTtuTe BHMMaHMe, UTO HA ITOT pa3 Mbl BbIOpA/IM CTpPATEruio free B
TpeThelt CTpoKe 3TOo¥ omneparnyun. Kak mokasbiBaeT BbIBOA, B ripumepe 11.15,
XOCT one 3aBePILINJI OTIEPAIUIO ellle A0 TOTO, KaK XOCT three yCIIeJ BBITIOJTHUTD
IIepBYIO 33/,a4y.

Mpumep 11.15. Pe3ynbTaThl BbINONHEHMS CLLEHAPUS CO CTpaTernen free

$ ./playbook.yml -1 strategies

PLAY [Strategies] Kkkkkkkkkkkhhhhhkkhhhhhrkkhhhhhhrrhhhhhhrkhhhhhhrrhhhhhrrkrkdk

Sunday 08 August 2021 16:40:35 +0200 (0:00:00.020) 0:00:00,020 **¥rxkek

Sunday 08 August 2021 16:40:35 +0200 (0:00:00.008) 0:00:00,028 **wrxkiex

Sunday 08 August 2021 16:40:35 +0200 (0:00:00.006) 0:00:00,035 ***kxkitk

TASK [First task] khkkkkhkkhkkhkhhhhkhhhdhhhhhhhdhhdhhhhhhhdhrddhhhhdddhrddkhitd
ok: [one]

Sunday 08 August 2021 16:40:37 +0200 (0:00:01.342) 0:00:01,377 #xwwrickak

TASK [Second task] kkkhkkhkhhkhkhhhhhkhhhhhhhhddhhhhhhdhrdddhhrhhkhhhdddkdrdhkhddd
ok: [one]

Sunday 08 August 2021 16:40:38 +0200 (0:00:01.225) 0:00:02,603 **wkxkek

TASK [Third task] khkkkkhkkhkkhkhhhhhhhhdhhhhhhhdhhddhhhhhhdhrddhhhhdddhrddkhrtd
ok: [one]

TASK [First task] khkkkkhkkhkkhkhhhhhhhhhhhhhhhhdhhhdhhhhhhdhrddhhhddddhrddkhrtd
ok: [two]

Sunday 08 August 2021 16:40:42 +0200 (0:00:03.769) 0:00:06,372 **wkxkek

ok: [three]

Sunday 08 August 2021 16:40:46 +0200 (0:00:04.004) 0:00:10,377 *¥krdikdk
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TASK [Second task] kkkkkkkkkkhkkhkkhkhhkhhkhhkhhkhhkhhkhkkhhkhkhhkkhkkhkkhkkhkkk

ok: [two]

Sunday 08 August 2021 16:40:48 +0200 (0:00:02.229) 0:00:12.606 **#*xkkxk
TASK [Third task] kkkkkkkkkkhhhhhkkkhhhhhhkrhhhhhhhhkkhhhhhhrrdhhhhhdkkhddhhhhrs
ok: [two]

TASK [Second task] kkkkkkkkkkhkkhkkhkhhkhhkkhkhhkhhkhhkhhhhhkhkkhkkhkkhkkhkkkhrkk

ok: [three]

Sunday 08 August 2021 16:40:56 +0200 (0:00:07.998) 0:00:20,604 **¥wxikxk
TASK [Third task] kkkkkkkkkkhhhhhkrkhhhhhhkrkhhhhhhhhkkhhhhhhrrdhhhhddrrhddhhhhrs
ok: [three]

PLAY RECAP kkkkkkkkkkkhhhhhkkhhhhhhhhkkhddhhhhrkhhhhhhrrbhhhhhhkkkhddhhhrkkhdiid
one : ok=3 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 1ignored=0

three : ok=3 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0
two : ok=3 changed=0 unreachable=0 failed=0 skipped=0 rescued=0 1ignored=0

Sunday 08 August 2021 16:41:06 +0200 (0:00:10.236) 0:00:30.841 *rkkxkikk
ThUFd task -« --mmmmemmm e e 10.24s
SeCONd task - - - m e 2.23s
FIrSt £ask - --ommmmmmmem e e 1.34s

YT00bI BK/HOYMTb B BbIBOA, MHDOPMALMIO O BPEMEHU BbIMO/He-
HUS, Mbl o0b6aBMUAK CTPOKy B ansible.cfg (06paTHble BbI30BbI Mbl
obcynmM B cnepytolLen rnase):

callback_whitelist = profile_tasks ;

BbipaxkeHune callback_whitelist 6yaeT npeobpas3oBaHO B call-
back_enabled.

YnyyweHHbie 06pabomyuku

VHOrma MOKHO OOHAPYKUTb, UTO ITOBEIEHNME 10 YMOTYaHUIO 00pabOTUMKOB
B Ansible He cooTBeTcTBYyeT keslaeMOMy. DTOT MOApa3es ONUChIBAeT, Kak
MTOJTyYUTh GOJTee TTOTHBIN KOHTPOJIb HAaJ, MOMEHTOM 3aITycka 0O0paboTUMKOB.

O6pabotunku B pre_tasks u post_tasks

Korma MblI 06¢y>kmany 06paboTUYMKM, TO Y3HAIU, UTO OHY OOBIYHO BBITIOJN-
HSIIOTCSI ITOC/Ie BCeX 3ajay, OMH pa3 U TOJAbKO I0C/Ie ITOyUYeHNs YBeqoMIIe-
Huit. Ho He 3a6bIBajiTe, UTO KpOMe pasjiesia tasks CYIIECTBYIOT ele pre_tasks
M post_tasks.

Kaxkmplii pa3ient tasks B cClieHapuu 06pabaThIBaeTCs OTOEIbHO; JII0ObIe 00-
paboTUMKM, KOTOPbIM ObLIM OTIIPaB/I€HbI YBEIOM/IEHMS U3 pre_tasks, tasks
MJIM post_tasks, BBITIOJTHSIIOTCSI B KOHIIE KaXKI0ro paszesa. Kak pesy/bTat, Ka-
KOJ1-TO 06pabOTUMK MOSKET BBIIIOJTHUTHCSI HECKOIBKO pa3 B XOfie orepanun
(mpumep 11.16).
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Mpumep 11.16. handlersyml

- name: Chapter 9 advanced handlers
hosts: localhost

handlers:
- name: Print message
command: echo handler executed

pre_tasks:
- name: Echo pre tasks
command: echo pre tasks
notify: Print message

tasks:
- name: Echo tasks
command: echo tasks
notify: Print message

post_tasks:
- name: Post tasks
command: echo post tasks
notify: Print message

Ecnu 3anmycTUTh 3TOT CLleHapuil, OH BbIBeLeT Pe3y/bTaThl, [IOKa3aHHbIE B
npumepe 11.17.

MNpumep 11.17. Boisog handlers.yml
$ ./handlers.yml

PLAY [Chapter 9 advanced handlers] khkkkkkkhkhhhhhhhhhhhhhhhhhhdhddhdbhdbhdrhdivd
TASK [Gathering Facts] khkkkkkhhhhhhhhhhhhhhhhhhdhhdhddhdddddhdbhdbhdbhdbdbrddvd

ok: [localhost]

TASK [Echo pre tasks] khkhkkkhhhhhhhhhhhhdhhbhdbhhhhdbhdrhddhdhddhddhdbhdbhbrdds

changed: [localhost]

RUNNING HANDLER [Print message] kkkkkkkkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhdrdis

changed: [localhost]

TASK [Echo tasks] khkkkkkhhkhhhhhhhhhhhhhhdhhhbhdhhhbhdhhdhhdhddhddhdbhdbdbrddvs

changed: [localhost]

RUNNING HANDLER [Print message] kkkkkkkkkhkhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhrhhhdis

changed: [localhost]

TASK [Post tasks] khkkkkkhhkhhhhkhhhhhhhhhhhhhbhdbhhbhhhddbddrdddddhdbrdbddrddvd

changed: [localhost]

RUNNING HANDLER [Print message] kkkkkkkkkkkhkhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhrdis

changed: [localhost]

PLAY RECAP kkkkkkkkhkkhhhhkhhhhhhhhhhhhhrhhhhhhhhhhhhhhhhhhhhhdbhhhhhhhhhhhrddhsd

localhost : ok=7 changed=6 unreachable=0 failed=0 skipped=0 rescued=0 ignored=0
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Kak BuauTe, 06pabOTUMKY TIOJTYUAIOT YBEIOMIEHMS 3 OOBIIETO YKcIa
CeKIIMIA.

MpuHypuTENbHBIN 3anycKk 06paboTunMKoB

B03MOKHO, BaM ITOKa3aJ10Ch CTPAHHbBIM, YTO BbIIIIE MbI HATTUCAJIN: 00bIUHO
BBITIOJTHSIIOTCSI ITOCJTe Beex 3amau. O0biuHO, TIOTOMY YTO TAKOBO IOBeIeHIe
o ymonyauuio. OgHako Ansible mo3BosisieT yrpasiasiTb MOMEHTOM BBITIOJ-
HeHMSI 06PABOTUYNMKOB C TTIOMOIIBIO CIIEIIMATBHOTO MOJIYJIS meta.

B nmpumepe 11.18 mokaszaHa 4yacThb Orepauyu, B KOTOPOI UCIIOIb3YeTCs
MOJYJIb meta C BbIpakeHMeM flush_handlers B cepenyHe. CelaHO 3TO, YTOOBI
BBITIOJTHUTH 0blM060LI mecm M yOeauThCs, YTO obpalleHne K HEKOTOPOMY
URL Bo3sBpamaetr OK. Ho Takas mpoBepka He uMMeeT O60JIbIIOro CMbIC/IA 10
repesarrycka CIysko.

MNpumep 11.18. [1biIMOBOV TECT 419 AOMALUHEN CTPAHMLbI

- name: Install home page
template:
src: index.html.j2
dest: [usr/share/nginx/html/index.html
mode: '0644'
notify: Restart nginx

- name: Restart nginx
meta: flush_handlers

- name: "Test it! https://localhost:8443/index.html"
delegate_to: localhost
become: false
uri:
url: 'https://localhost:8443/index.html'
validate_certs: false
return_content: true
register: this
failed_when: "'Running on
tags:
- test

not in this.content"

Ilo6aBuB flush_handlers, MbI TIPUHYAUTEIBHO MTOCIAIN YBEIOMIEHUS 00pa-
060TUMKaM B CepeayHe oneparun.

MeTtakoMaHAbl

MeTakoMaHAbl MOTYT BJIMSITb Ha BHYTPEHHIOI pabOTy WM COCTOSTHUE
Ansible; 1x MOXXHO 1CII0/IB30BaTh B JIIOOOM MecTe B clieHapuu. B kauecTse
IpyuMepa MOKHO IIpUBeECTV KOMaHAY flush_handlers, KOTOPYIO MbI TOJIBKO YTO



254 < [nasa 11.YnpasneHue xoctamu, 3agaqamu 1 06pabotumkamu

obcymmu, Ipyroi mpuMep — KOMaHa refresh_inventory, TOBTOPHO YMTAlO-
miasi peectp (rapaHTUPOBAHHO He U3 Kellla). Elle mapa MeTakoOMaH/I: clear_
facts U clear_host_errors. Takske MOIY/Ib meta MpeAjiaraeT KOMaHbl yIIpaBJje-
HMS TIOTOKOM BBITIOJTHEHMS

end_batch 3aBepIaeT 06pPabOTKy TEKYIIEro makeTta Mpy MUCIOIb30BaHUM
serial;

end_host 3aBepIliaeT BbIMOTHEHME 3aa4 Ha TeKYIeM XOCTe 6e3 reHepu-
pOBaHMSI TIpU3HAKaA OLINOKN;

end_play 3aBepIIaeT BBINIOJHEHME oIlepanuy 6e3 reHepupoBaHUS MPU-
3HAaKa OIIMOKMN.

YBepomneHune o6paboTunkoB U3 06paboTuMKoB

B daiine handlers ponu roles/nginx/tasks/main.yml BbITIOTHSIETCS TIPOBEP-
Ka KoHurypauumu nepes ee rmepesarpyskoii u repesamnyckom NGINX (ripu-
Mep 11.19). OTOT 1mIar ymeHbIIaeT BEPOSITHOCTD IPOCTOSI, €C/IM KOHGUTypa-
LM BAPYT OKaXkKeTCsI HEKOPPEKTHOJA.

Mpumep 11.19. MNMposepka KoOHDUIypaunm nepen nepesanyckoM ciyxosl

- name: Restart nginx
debug:
msg: "checking config first"
changed_when: true
notify:
- Check nginx configuration
- Restart nginx - after config check

- name: Reload nginx
debug:
msg: "checking config first"
changed_when: true
notify:
- Check nginx configuration
- Reload nginx - after config check

- name: Check nginx configuration
command: "nginx -t"
register: result
changed_when: "result.rc != 0"
check_mode: false

- name: Restart nginx - after config check
service:
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name: nginx
state: restarted

- name: Reload nginx - after config check
service:
name: nginx
state: reloaded

BeipaskeH1e notify IO3BOJIIET YBeJOMUTD IepeulcieHHble B HeM o0pa-
OOTYMKM; OHM OYIYT BBITIOTHSATHCS B YKa3aHHOM TTOPSIKE.

BbinonHeHue 06paboTUMKOB NO COOLITUAM

Ilo nosiBnenust Bepcum Ansible 2.2 monaepskuBaicsi TOMbKO OJUH CIIOCOO
yBeIOMJIEHMSI 0O6PabOTUMKOB: BBI3OB notify C MMeHeM 06paboTuMKa. DTOT
MIPOCTO CI1OCO0 MOAXOANUT /7151 6ONBIIMHCTBA CUTYAIUIA.

[Tpeske yeM yITyOUTHCS B pACCYsKIEHMs, KaK BHITOIHEHME 06pabOTUMKOB
M0 COOBITUSIM MOKET 00JIETYUTb HaM KM3Hb, PACCMOTPUM KOPOTKUIL TIPU-
mep (mpumep 11.20).

Mpumep 11.20. Vicnonb3oBaHue BbipaxeHus listen B 06paboTumnkax

- hosts: mailservers
tasks:

- name: Copy postfix config file
copy:
src: main.conf
dest: [etc/postfix/main.cnf
mode: '0640'
notify: Postfix config changed

handlers:
- name: Restart postfix
service:
name: postfix
state: restarted
listen: Postfix config changed

BoeipaskeHne listen OIlpenessieT TO, YTO Mbl Ha3bIBaeM COObIMuUEM, TIOSIB-
JIEHUSI KOTOPOT'O JO/KHBI TOKIATHCSI 00paboTumky. TaKMM CrIocO60M MOXK-
HO OTBSI3aTh YBeJOMJIEHME, ITOChUIaeMOe 3a/1aueif, OT KOHKPETHOTO MMEHMU
06paboTunka. YToO6bI YBEIOMUTDb O6OJIbIIIE 06PAOOTUMKOB 06 OTHOM ¥ TOM
K€ COOBITUM, JOCTATOYHO ITPOCTO YKa3aTh B TPeOyeMbIX 00paboTUMKaX BbI-
paskeHue listen C T€M K€ COOBITHEM.
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O6nactb BMAMMOCTU 06pabOTUMKOB OrpaHMUYMBAETCS YPOBHEM
onepauun. Henb3s yBenoMutb 06paboTumkm B Apyrov onepa-
LMW HU C UCMONIb30BAHUEM, HU B€3 UCMOb30BAHUS BbIpAXKEHMS
listen.

BoinonHeHne 06paboTumMKOB NO COOLITUAM:
cnyyanm SSL

VcTuHHAsST IEHHOCTb BBIPAKEHMS listen B 00pabOTUMKAX IPOSIBIISIETCS
MIpY oIipefeNieHUM poJieli UJIu 3aBUCUMOCTel Mexxay posnsimu. OnyH U3 oue-
BUIHBIX CJIy4aeB, C KOTOPbIMM Mbl CTAIKUBA/IUCD, — YIIpaBjieHe cepTudu-
KaTamu SSL 1S pa3HbIX CITYKO.

[ToCKOMBbKY MbI OU€HB LIMPOKO UCIIOIb3yeM SSL B HAIlIMX MPOEKTax, uMe-
eT CMBICJI CO3/1aTh OTAENbHYIO POJib ssl. DTO OUeHb MPOCTasl POJib, €AVUHCT-
BEeHHOe Ha3HaueHlMe KOTOpOoi — CKomMpoBaTh cepTudukaTbl SSL 1 Kioun
Ha yJasieHHbI XocT. [Iyis aToro B daiine roles/ssl/tasks/main.yml (cMm. ripu-
mep 11.21) omnpepnensieTcss HECKONAbKO 3amad. OHM mnpegHasHA4YeHbI [is
BBITIOJIHEHMSI HA XOCTaXxX C onepaiyuoHHoi cuctemoit Red Hat Linux m3-3a
KOHKPETHBIX ITyTeii K (paitiaM, HaCTPOeHHBIM B IlepeMeHHbIX roles/ssl/vars/
RedHat.yml (mpumep 11.22).

MNpumep 11.21. 3apaum ong ponm ssl

- name: Include 0S specific variables
include_vars: "{{ ansible_os_family }}.yml"

- name: Copy SSL certs

copy:
src: "{{ item }}"
dest: {{ ssl_certs_path }}/
owner: root
group: root
mode: '0644'

loop: "{{ ssl certs }}"

- name: Copy SSL keys
copy:
src: "{{ item }}"
dest: "{{ ssl_keys_path }}/"
owner: root
group: root
mode: '0640'
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with_items: "{{ ssl keys }}"
no_log: true

Mpumep 11.22. MNepemeHHble ang cucTeM Ha ocHoBe Red Hat

ssl_certs_path: /etc/pki/tls/certs
ssl_keys_path: /etc/pki/tls/private

B HacTpolikax 1o yMmoauaHuio s poan (mpumep 11.23) mbl onpenennim
MyCThbIe CIIUCKYU cepTUdUKATOB U KiItoueii SSL, moaTomy HuKakue cepTudu-
KaTbl 1 KIouM hakTruecku o6pabaTeiBaThCs He 6yayT. Y HaC eCTh BO3MOX-
HOCTb IepeonpeeNnTb 3TU 3HAUeHMS 110 YMOTUaHMIO, YTOOBI 3aCTaBUTh
pOJb KONIMPOBATh (Daiiibl.

Mpumep 11.23. Hactporikn no ymonyaHuio ans ponm SSL

ssl _certs: []
ssl _keys: []

C 3TOrOo MOMeEHTa y HAC MOSIBSIETCSI BO3SMOKHOCTb UCITOIb30BaTh POJIb ssl
B IPYTUX POJISIX B BUJIE 3d8UCUMOCMU, KaK TTOKa3aHo B nipumMepe 11.24, roe
oripeniesieHa posb nginx (daiin roles/nginx/meta/main.yml). Bce 3aBucuMbIe
POJIV BBITIOJTHSIFOTCS 10 POAUTENIBCKO ponu. To eCTh B HallleM cTydae 3agadm
13 oY ss| BBITIOIHSTCS 10 3a/1a4 M3 POJIM nginx. B pe3ynbraTe cepTuduKaTh
u kioun SSL yske 6yIyT HAXOAUTHCS HA MECTe ¥ TOTOBbI K MCIIOb30BAHUIO
POJIBIO nginx (HaTIpUMep, B KoHUrypaiym vhost).

Mpumep 11.24. Ponb nginx 3aBucut ot SSL

dependencies:
- role: ssl

Jlornueckyu 3aBUCUMOCTY MMEIOT OAHOHAIIPAaBAeHHbI XapaKTep: POJib ng-
inx 3aBMCMUT OT pOJM ssl, Kak moka3aHo Ha puc. 11.1.

Puc. 11.1. OgHoHanpaBneHHas 3aBUCUMOCTb
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KoHeuHo, posib nginx Mor/aa 6bI 06pabaThIBaTh BCe ACMEKThI, Kacawliue-
cs1 Be6-cepBepa NGINX. 3ta ponb MMmeet 3amauy B daiiie roles/nginx/tasks/
main.yml (mpumep 11.25) ajis pasBepThIBaHMs MAa6JI0OHA ¢ KOHGUTYpaLyeii
NGINX u nepesamnyckaet cayk6y NGINX, rmocbuias yBemomieHe o6pabor-
YUKY T10 ero MMeHN.

Mpumep 11.25. 3apaum B ponu nginx

- name: Configure nginx
template:
src: nginx.conf.j2
dest: /etc/nginx/nginx.conf
notify: Restart nginx

[MocnenHsis CTpOKa yBeZOMIISIET 06paboTuMKa 0 HeOOXOJMMOCTH Tlepesa-
mycTUTh Be6-cepBep NGINX.

CoOTBeTCTBYIONINMIT 06pabOTUMK [IJIS POJIU nginx OTIpeesieH B ¢aiine roles/
nginx/handlers/main.yml, Kak moka3zaHo B mpumepe 11.26.

Mpumep 11.26. O6paboTumkmn Ans ponu nginx

- name: Restart nginx
service:
name: nginx
state: restarted

Tak npaBUIbHO?

He coBceMm. Ceptudukarsl SSL nHOTIa TpebyeTcs MeHsATh. 1 Korma mpo-
UCXOOUT 3aMeHa CepTU(UKATOB, BCe CITYKObI, UCIIOTb3YIOIINE UX, TOJIKHBI
repes3anycKaThCsl, YTOOBI B3SITh B paOOTy HOBbIe CepPTUMUKATHI.

U kak aTo chenath? M3BecTUTh 06pabOTUMK restart nginx M3 POJN ssl — BbI
MMEHHO 3TO MOAyMaJIn, s yrajgaa? Xopollo, [aBaiTe mornpooyem.

VcnpaBuM poinb ssh B (aiine roles/ssl/tasks/main.yml, no6aBUB B KOHeI]
3a1a4M KOTMPOBAHMS CepTUMUKATOB M KIOUel BbIpakeHUe notify st
nepesamnycka NGINX, kak noka3aHo B nnpumepe 11.27.

Mpumep 11.27. lobaBneHue BbipaxkeHus notify B 3apavy ans nepesanycka NGINX

- name: Include 0S specific variables
include_vars: "{{ ansible_os_family }}.yml"

- name: Copy SSL certs
copy:
src: "{{ item }}"
dest: {{ ssl_certs_path }}/
owner: root
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group: root

mode: '0644'
with_items: "{{ ssl certs }}"
notify: Restart nginx

name: Copy SSL keys
copy:
src: "{{ item }}"
dest: "{{ ssl_keys_path }}/"
owner: root
group: root
mode: '0644'
with_items: "{{ ssl_keys }}"
no_log: true
notify: Restart nginx

OTtnuyHo, cpaborasio! Ho momoskauTe, Mbl TOJIBKO UTO H06aBUIM HOBYIO
3aBUCMMOCTD B HAIIIy POJIb ssl: 3aBUCUMMOCTD OT POJIM nginx, KaK TTOKa3aHO Ha

puc. 11.2.

Puc. 11.2. Ponb nginx 3aBUCUT OT ponu ssl, @ ponb Ssl 3aBUCUT OT ponn nginx

WU uTo u3 sroro cienyet? Ecnu Tenepb UCIOMB30BATh TAKYIO POJIb ssl Kak
3aBUCUMMOCTD B APYTUX POJISIX (TAKMX KaK postfix, dovecot min ldap), Ansible 6y-
IeT 5KaJI0BaThCS Ha IOIBITKY M3BECTUTh HEM3BECTHBI 06pabOTUMK, [TOTOMY
YTO restart nginx He OYIET OIpeiesieH B 3TUX IPYTUX POJISIX.

Bepcusa Ansible 1.9 coobuwana o nonbiTke M3BECTUTb OTCYTCTBY-
fowmii obpaboTumk. Takoe noBefeHMe MOBTOPHO peasiv30BaHO
B Bepcun Ansible 2.2, noToMy 4To 6bISI0 3aMeYEHO Kak owmnbKa
perpecca. OoHaKO ero MOXHO M3MEHWUTb C MOMOLLLI0 NapameTpa
error_on_missing_handler B darine ansible.cfg, koTopbiX No ymon-
YaHUIKO MUMeeT 3HaYeHue error_on_missing_handler = true.

Kpome Toro, Ham MOIJIO ObI ITOHAZOOUTHCS TOOABUTH B POJIb ssl OOJIbIE
MMeH 06paboTYMKOB A1 yBegomieHMs . OGHAKO TaKoe pelleHye OueHb I1I0-
X0 MacIITabupyeTcs.
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PemmmmThb 3Ty mpo6sieMy ITOMOKET IO IePSKKa BhITIOTHEHMSI 00pabOTUMKOB
1o coObITUAM! BMecTo yBemomieHMs: 06paboTumKa MO0 MMEHM Mbl MOKEM
MOCJIaTh COOBITME — HAIPUMeD, ssl_certs_changed, KaK MOKa3aHO B IIpuUMe-
pe 11.28.

Mpumep 11.28. YsenomneHne 06paboTyMKOB O HACTYMIEHUMN COOLITUS

- name: Include 0S specific variables
include_vars: "{{ ansible_os_family }}.yml"

- name: Copy SSL certs
copy:
src: "{{ item }}"
dest: "{{ ssl_certs_path }}/"
owner: root
group: root
mode: '0644'
with_items: "{{ ssl_certs }}"
notify: ssl_certs_changed

- name: Copy SSL keys
copy:
src: "{{ item }}"
dest: "{{ ssl_keys_path }}/"
owner: root
group: root
mode: '0644'
with_items: "{{ ssl_keys }}"
no_log: true
notify: ssl_certs_changed

Kak ormeuasnock, Ansible mpomo/sKMT 5kaI0BaThCS HA TIOTIBITKY YBEIOMUTD
HeM3BEeCTHbI 06paboTUMK, OMHAKO, YTOOBI M36aBUTHCS OT HA30MIMBBIX JKa-
7106, MOCTAaTOYHO T06ABUTH ITyCTOI 00PAbOTUYMK B POJIb ssl, KaK TTOKa3aHO B
npumepe 11.29.

Mpumep 11.29. [lo6asneHune nycroro o6pabotymka B ponb SSL

- name; SSL certs changed
debug:
msg: SSL changed event triggered
listen: ssl_certs_changed

BepHemMcs K Halei poyin nginx, IJie MbI JO/DKHBI B OTBET Ha COOBITHE ssl_
certs_changed repe3amnyctuThb cayk0y NGINX. Tak Kak y Hac yke eCTb Tpe-
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O6yeMblii 00pabOTUMK, MBI ITPOCTO JOOABMM B HETO BbIpakeHMe listen, Kak

rnokaszaHo B nmpumepe 11.30.

Mpumep 11.30. [Jo6aBneHune BbipaxeHus listen B CyLLeCTBYIOLMI 06paboTumMK

B ponu nginx

- name: restart nginx
debug:
msg: "checking config first"
changed_when: true
notify:
- check nginx configuration

- restart nginx - after config check

listen: Ssl_certs_changed

Eciu Tereph OMATH B3MISIHYTh Ha Ipad 3aBUCUMOCTEN, TO MOKHO 3aMe-
TUTh, UYTO OH M3MEHWMJICSI, KaK ToKa3aHo Ha puc. 11.3. Mbl BOCCTaHOBWIN
OJIHOHAIIpaBJIEHHbIV XapaKTep 3aBUCUMOCTH U MTOTYIMIN BO3MOKHOCTD MC-
T0JIb30BaTh POJIb ssl B IPYTUX POJISX.

)

ssl

f

[ postfix ]

postfix

J

(]

Puc. 11.3. Micnonb3oBaHune ponu ssl B Apyrux ponsx

U1 mocnenHee 3amevaHue ISl cO3/aTesieil poseit, pa3MenaiuX CBOU
ponu B Ansible Galaxy: mo6asysiiiTe 06pabOTUMKM COOBITUIT M OTIIPABKY

COOBITUII B CBOU poin, eciin 3TO MMeeT CMbICII.

3aknyeHue

Bbl coenanu sTo! Terephb BbI 3HaeTe, Kak paboraet Ansible. B ocrasieiicst
YaCcTU KHUTY Mbl pACCMOTPUM KOHKpeTHbBIe C/Tydyau MCIoab3oBanus Ansible
U CITIOCOOBI pacCIIMPEeHNsT U 3aIIUThl aBTOMAaTU3alIUN.
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YnpaeneHue xoctamu Windows

Ansible yacTo Ha3bIBAIOT «CUCTEMOI YIpaB/ieHMSI KOHOUTypauusMu Ha
crepougax». Ilo ucropmuueckum npuamHam cucrema Ansible nmeet TecHbie
cBs13u ¢ Unix u Linux, 1 cBUIEeTeIbCTBA STOMY MOKHO HAOJIOAATh ITOBCIOTY,
HanpuMmep B MMeHaxX MepeMeHHbIX (TaKuX Kak ansible_ssh_host, ansible_ssh_
connection 1 sudo). OlHAKO ¢ camoro Hauajsa Ansible Bk/IioyaeT moaiepkKy
Pa3HbIX MEXaHU3MOB COeIVHEHMSI.

[Mogmepskka 4y>XKepoIHBIX OIepalMOHHBIX CUCTEM, OTIMYHBbIX OT Linux,
Takux kak Windows, 3ak/iiodanach He TOJIbKO B peajn3alyy MeXaHU3MOB
noaxaoyeHnst K Windows, 11 B MCIToIb30BaHMM 60JIee YHUBEPCATbHBIX MMEH
(HarpuMmep, B IlepeMMeHOBAaHUM TTepeMeHHO ansible_ssh_host B ansible_host
U BbIpaykeHUS sudo B become).

BoratcTBo 6ubnmMoTeku monynei niast Windows ycryrnaet 60raTcTBy 6m-
6mmoTeku momysieit ayst Linux. Eciv BeI 3aMHTEpecOBaHbI B MCIIOIb30BaHUA
Ansible gyist ympaBnenust cucremamyu Windows, TO ciieguTe 3a COOOIIEHMS -
M1 B Oiore (https://oreil.ly/s3zeS) [Iskopmana bopeana (Jordan Borean), crieru-
anmucrta 1mo Windows B komanzge Ansible Core. On co3gain o6pa3 VirtualBox,
KOTOPBII MBI UCIIOJIb3YEM B 3TOI IJIaBe.

lMooknrwuerue k Windows

Ho6asnsas mopmepskky Windows, paspabotunku Ansible permim He OTXO-
IOUTH OT CBOETO MpaBwWIa M He CTalu I00aBJSTh CIIeIMaJbHOTO areHTa JjIst
Windows — 1 3T0, KaKk MHe KakeTcsl, ObIIO BEpHBIM pellleHneM. BHegpeHme
HOBOT'O areHTa, MPOCTYIIMBAIONIETO CETh, OTKPHIIO ObI HOBbIE BO3MOXKHOCTMU
1151 aTak M3BHe. Ansible 1crmonb3yeT MHTErpMPOBAHHBI MeXaHM3M Y aTeH-
Horo yrpasyiienuss Windows Remote Management (WinRM), moamepskmBato-
it SOAP-1mogo6HbI TPOTOKOM, IeiicTByrommuit moBepx HTTPS.

WinRM - oT0 Hallla I7aBHelias 3aBucuMocTb B Windows, 1 11151 B3anMoO-
neiicTBUIL ¢ 3TUM MexaHM3MoM 13 Python HyXHO yCTaHOBUTH COOTBETCT-
BYIOIIIME MAaKeThl B BUPTYAJIbHOE OKPY>KeHMe Ha YIIPaBJSIONeM XOCTe ([IJIsT
ayreHTUdMKauuu B Active Directory Tpe6yeTcst Kerberos):
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$ python3 -mvenv py3

source py3/bin/activate

pip3 install --upgrade pip
pip3 install wheel

pip3 install pywinrm{kerberos]

[To ymonmuanuio Ansible nbITaeTcst MOAKIIOUMUTBCS K yAaJI€HHOV MallliHe
0 IPOTOKONTY SSH, O3TOMY MBI IOJDKHBI SIBHO ITOTPe60BaTh CMEHUTh Me-
XaHM3M MOJK/IIoUeHMsI. B 60/bIIMHCTBe CTyvaeB JKelnaTeIbHO BKIIOUNUTD BCe
xocTbl ¢ Windows B OT/ZIe/IbHYIO TPYIIIY B peecTpe. Bbi60p KOHKPeTHOTO MMe-
HU JIJIS1 TAKO¥ IPYIIIBI HE MMeeT GOJbIIOro 3HAUEeHMsI, HO B MOCIeAYIOMINX
npyuMepax clieHapyeB Mbl Oy[ieM MCII0/Ib30BaTh OZHO U TO JKe MMSI IPYIIIIbI U
1711 pa3paboTKM, U JJ1s1 IPOMBILIIEHHOTO OKPY>KeHMSI B OTJIe/bHbIX (aiinax
peectpa. IIpuuem a1 pa3paboTKu ucnonb3yetcs baiin vagrant.ini, onpene-
nsoumMii cpeny paspaborku Vagrant/VirtualBox, onmcaHHyIO B 3TOi I71aBe:

[windows]
windows2022 ansible_host=127.0.0.1

MbI Takke 106aBMM B (aiiyl peecTpa MepeMeHHbIe ¢ HACTPOMKaMM Coe-
nuHeHus1. Ec/i ToMyMO OKpYsKeHU pa3paboTKY 1 SKCILTyaTaluy MMEeITCSI
IpyTue OKPY>KeHMsI, TO MMeeT CMbIC/I YCTAHOBUTD IepeMeHHbIe C HaCTPOii-
KaMM COeITHEeHMsI B OTIpeJle/IeHHOM peecTpe, [IOTOMY UTO TpeboBaHMs 6e3-
OTIACHOCTH, TaKMe Kak IMpoBepKa cepTudukaTa, MOTYT OTJANYATHCS

[windows:vars]

ansible_user=vagrant
ansible_password=vagrant
ansible_connection=winrm

ansible_port=45986

ansible winrm_server_cert_validation=ignore
ansible_winrm_scheme=https
ansible_become_method=runas
ansible_become_user=SYSTEM

Kak oTmeuasoch Bblllle, Ij1 ImogkiaoueHns K Windows cucrema Ansible
ucronb3yeT SOAP-11omo6HbI TPOTOKOI, peann3oBaHHbIii moBepx HTTP. ITo
ymosiuaHuio Ansible mbITaeTcst yCTaHOBUTD COeIVHEHME TI0 3aIUIIEHHOMY
nipotokosry HTTP (HTTPS) ¢ moptom 5986, ec/iu B mepeMeHHOI ansible_port
He yKa3aHo Apyroe 3HaueHue.

PowerShell

PowerShell B Microsoft Windows — 3To MoIIHbIl MHTepdeiic KoMaHIHO
CTPOKM U SI3bIK ClieHapueB, peasin3oBaHHbI Ha miaTd@opme .NET u mop-
Iep>KMBAIOIIVIA TIOJTHBIN CIIEKTP BO3MOKHOCTEN yIpaBaeHUsT He TOJIbKO JI0-
KaJIbHBIM OKpY)XeHMeM, HO U yAaJeHHbIMM xocTaMu. Bce momynn Ansible
g Windows Hammcansbl 11t PowerShell u Ha s3p1ke PowerShell .
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B 2016 romy komnaHuusa Microsoft OTKpbina MCXOOHbBIA KOA
PowerShell Ha ycnoBuax nuueHsun MIT. McxogHbii Kog U ABO-
MYHble nakeTbl nocnenHmx sepcuit ang macOS, Ubuntu n CentOS
MOXHO HanTu Ha GitHub (https://oreil.ly/PbQOt). Ha MOMeHT Hanu-
CaHMs 3TMX CTPOK B Hayane 2022 ropa nocnenHen cTabunbHom
6bina Bepcus PowerShell 7.1.3.

Ansible TpebGyeT, UTOOBI Ha yIaJIEHHBIX XOCTaX OblIa YCTAHOBJIEHA Bep-
cust PowerShell ne Hmske 3. O6omouka PowerShell 3 moctynua B Microsoft
Windows 7 SP1, Microsoft Windows Server 2008 SP1 u B 60j1e€ mo3gHIUX Bep-
cusix. Uto6bl y3HaTh HOMep Bepcum PowerShell, ycraHoBiieHHOI B cucTeMe,
BBITIOJIHMTE CIeAYIOIIYI0 KOMaHay B KoHcoau PowerShell:

$PSVersionTable

BbI TOKHBI YBUIETDH BbIBOJI, KaK ITOKa3aHOo Ha puc. 12.1.

EX Select PowerShell 7 (x64) — O X
PowerShell 7.1.3
Copyright (c) Microsoft Corporation.

https://aka.ms/powershell
Type 'help’ to get help.

PS C:\Users\vagrant> ¢

PSVersion
PSEdition

Microsoft Windows 10.0.20348
Win32NT

PSCompatibleVersions {1:9. 2.8 3.8 491

PSRemotingProtocolVersion 2

SerializationVersion 1
2

2 [ L 0
SManStackVersion .

PS C:\Users\vagrant>

Puc. 12.1. Opepenenue Bepcun PowerShell

Ha ynpasnsioLLyo MalnHy, T. €. Ha MalwuHy, rae pabotaeTAnsible,
TpeboBaHue o Hannunmn PowerShell He pacnpocTpaHseTcs!
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OmHako B BepCum 3 MMEIOTCST OIMOKM, TTI03TOMY, €CJIM TI0 KAKMM-TO TIPH-
YMHAM Bbl HE MOKETE MCIT0/Ib30BaTh 60Jiee HOBYIO BEPCHUIO, BAM ITPUIETCS
YCTaHOBUTH MOCIeAHME UCTIpaBieHus oT Microsoft. UTo6bI yIIpoCTUTH ITPO-
11ecC YCTaHOBKM, 00HOBIeHMs 1 HacTpoiiku PowerShell 1 Windows, Mo>kHO
MCIOJIb30BaTh ClleHapuit, uMelonuiics B coctraBe Ansible (https://oreil.ly/shplC).
OH MpeKpacHO MOAXOAUT IJIsl HACTPOKYM OKPY>KeHMUs pa3paboTKu, HO IJIsi
MIPYMMEHEHNSI B IIPOMBIIIVIEHHOM OKPY)XeHUM HeOOXOOMMO IpenIpUHSITh
JIOTIOJTHUTEIbHbIE MePbl TPelOCTOPOSKHOCTHA.

VYCTaHOBUTH U 3aITyCTUTh €ro MOXKHO KOMaHJAaMM, peiCTaBJIeHHbIMU B
npuMepe 12.1. CueHapuiit HMYEro He HApPYILIUT, faxke eCay 3aIllyCTUTh ero
HeCKOJIbKO pa3. Ho umeiiTe B BUIY, UTO AJI1S1 OIPOOOBAHMS IIPMMEPOB B ITOI
I71aBe 3aIyCKaTh 3TOT CLieHapuit He mpebyemcs.

Mpumep 12.1. Yctanoska B Windows nogaepxku Ansible

[Net.ServicePointManager]::SecurityProtocol = [Net.SecurityProtocolType]::Tls12
Surl = "https://gist.github.com/bbaassssiiee/9b4b4156chba717548650b0e115344337"
$file = "Senv:temp\ConfigureRemotingForAnsible.ps1"

(New-Object -TypeName System.Net.WebClient).DownloadFile(Surl, $file)
powershell.exe -ExecutionPolicy ByPass -File $file

Iy1s1 mpoBepKY KOHGUTypauuu coeaHennii ¢ xoctamu Windows BBITTION-
HMM KOMaHIy win_ping. [Toxoskast Ha KOMaHy ping B Linux, oHa He MCHOJib-
3yeT npotokos ICMP, a mpoBepsieT BO3SMOXXHOCTb YCTAHOBKM COeAVHEHMS C
Ansible:

$ ansible windows -1 inventory -m win_ping

Ectu B OTBET MOSIBUTCST COODIIEeHNe 00 OIMOKe, Kak IMOKa3aHo B IIpUMe-
pe 12.2, HeOOXOAMMO MU TTOTYUNUTD NEACTBUTEIbHbIN MyOJIMUHbIA CepTU-
dukat TLS/SSL, nnu 1o6aBUTh JOBEPUTEIbHYIO IIETIOUKY IJIsI CYIIECTBYIO-
IIero BHyTpeHHero ymocropepsoriero meHtpa (Certificate Authority, CA).

Mpumep 12.2. OwnbKa, BbI3BaHHAS HEAENCTBUTENbHbIM CEPTUPUKATOM

$ ansible windows -i inventory -m win_ping
windows2022 | UNREACHABLE! => {

"changed": false,

"msg": "ssl: HTTPSConnectionPool(host="'127.0.0.1", port=45986): Max
retries exceeded with url: /wsman (Caused by
SSLError(SSLCertVerificationError(1, '[SSL: CERTIFICATE_VERIFY FAILED]
certificate verify failed: self signed certificate (_ssl.c:1131)')))",

"unreachable": true

}

Bbl MOsKeTe 3alpeTUTh MPOBEPKY cepTUdUKATOB Ha CBOM CTpax U PUCK:

ansible winrm_server_cert validation: ignore


https://oreil.ly/shpIC
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Ewin B oTBeT MOSIBUTCSI BbIBOM, KaK IMOKa3aHO B Ipumepe 12.3, 3HAUUT,
IpoBepKa MOAKI0YEHMS BbITIOJHUIACH YCIIEIIHO.

Mpumep 12.3. Pe3ynbrat ycnewHom NpoBepKU NOAKIOYEHNS

$ ansible -m win_ping -1 hosts windows
windows2022 | SUCCESS => {
"changed": false,

Ilp.'Lngll: llpongll

JlononHuTe/IbHbIE CBeAeHMS O MOAKIIOYEeHUM K XOCTaM C UCI0/Ib30BaHM-
eM WinRM MOKHO HaiiT B OHJIaliH-ToKyMeHTaluu (https://oreil.ly/ghlAM).

Modynu noddepxcku Windows
Berpoennoit mogaepskka Windows B Ansible mosBossier:

e cobupaThb (pakThl 0 XocTtax Windows;

e YCTAHABIUBATbH U yOAIATh MSI-AUCTpUOYTUBHI;

e BKJIIOYATH U OTK/IIOYATh GyHKIMK Windows;

e 3aIyCcKaThb, OCTAHABIMBATH U YIIPABALTH CTysk6amu Windows;

e CO3[aBaTh ¥ YIIPABJISITh JOKATbHBIMM MTOb30BATEISIMU U TPYIIIIAMHA;

e ympaBsATh makeramy Windows ¢ MOMOIIbIO AMCIeTYepa IMaKeTOB
Chocolatey;

e ycTaHaBIMBaTh 06HOBIeHMSI Windows 1 yIipaBJsiTh UMU;

e 3arpyxarb Gaiiibl C yoaJeHHbIX CAiiTOB;

e OTIIPaBJIATH U 3aITyCKaTh JIt0ObIe ciieHapuy PowerShell.

Hmena mopyneit Ansible miss Windows HaumHawoTcs ¢ mpedukca win_,
3a MCKIIIOYEeHMEM MOJIYJIS setup, KOTOPbIVi pabotaeT B o6enx OC — Linux u
Windows. BoT rpocToit mpumMep co3maHus KaTajaora:

- name: Manage tools directory
win_file:
path: 'C:/Tools'
state: directory

KpaTkuit 0630p Bcex momyseit ayist Windows 1 ripumepbl UX IpUMeHeHUsI
MOXKHO HaliTV B OHJIAViH-TOKyMeHTaluu (https://oreil.ly/bggOu).

Hawa mawuna ona paspabomku Ha Java

Tereps, Korma y Hac ectb XocT ¢ Windows, Hanmiem ciieHapuit Ansible, Ha
MpuMepe KOTOPOTO TOKaXkeM, KaK MCIOIb30BaTh HEKOTOPbIe MOIYIN ISt
Windows. Ha maminny 6yzmeT ycTaHOBJIEHO MPOrpaMMHOe obecriedeHne IJis
pa3paboTky Ha Java: He camasi ITOCeIHSIsSI BepCusi, HO B JAHHOM CJTy4ae Jijisi
Bac BayKHO MOHSATHh OCHOBHYIO naeo. Chocolatey — nucrneTdep makeTos C OT-


https://oreil.ly/ghlAM
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KPBITBIM MCXOOHBIM KomoM ajist Windows. Ero KomaHia choco MOXKeT yCTa-
HaB/IMBAaThb ¥ OOHOB/ISITH MHOXKECTBO MAKETOB, AOCTYIIHBIX B MHTEPHETE
(https://chocolatey.org/). Momysib Ansible win_chocolatey MOXKHO MCITOb30BaTh Tak
ke, KaK MOZIYJ/Tb package B Linux, 3a MCKIIOYEHMEM TOTO, YTO OH TaKKe MO-
KeT yCTaHOBUTD nucrieTyep naketoB Chocolatey Ha kommibioTep ¢ Windows,
eCJI OH OTCYTCTBYeT:

- name: Use Chocolatey

win_chocolatey:

name: "chocolatey"

state: present

LLInpoko pacnpocTpaHeHa MpakTMKa CO34aHMsa ponen Ans He-
CKONbKMX OMepaLMOHHbIX CUCTEM. BOT KakK BbIMSAUT COAEPXKU-
mMoe danna tasks/main.yml c TakOM ponblo:

# ¢aitn C 33gayamu A8 0BCNYXMBAHMA HECKOABKMX MAATHOPM
- name: install software on Linux
include_tasks: linux.yml
when:
- ansible_facts.os_family != 'Windows'
- ansible_facts.os_family != 'Darwin’
tags:
- linux

- name: install software on Mac0S
include_tasks: macos.yml
when:
- ansible_facts.os_family == 'Darwin'
tags:
- mac

- name: install software on Windows
include_tasks: windows.yml
when: ansible_facts.os_family == 'Windows'
tags:
- windows

Co3maguM mpoCTO ClieHapuii, MpeacTaBJeHHbIl B mpuMepe 12.4, KOTO-
PBIii YCTAaHOBUT HEOOXOAVMOE ITPOrpaMMHOe oOecrieueHye 1 BbITIOTHUT He-
KOTOpbI€ HACTPOMKMU.

Mpumep 12.4. Cuenapuit anga Windows

- name: Setup machine for Java development

hosts: windows

gather_facts: false

vars:


https://chocolatey.org/
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pre_tasks:
- name: Verifying connectivity
win_ping:
roles:
- role: win_config
tags: config
- role: win_choco
tags: choco
- role: win_vscode
tags: vscode
- role: java_developer
tags: java
- role: win_updates
tags: updates

Cuenapuii B npuMepe 12.4 He CWJIbHO OT/IMYAETCS OT TOTO, YTO MbI HallM-
caym 6blI oy Linux.

ZobaeneHue nokaabHO20 nonb3oeamens

B aTOJ1 yacTy r;aBbl Mbl HOCMOTPUM, KaK CO3/1aBaTh yUeTHbIe 3aIIMCH M0Jb-
3oBateneii u rpynn B Windows. Kro-To MoskeT momymaTb, YTO 3TO HaB-
HO pellleHHasl MpobieMa: JOCTaTOYHO BOCMOJb30BaThcsi Microsoft Active
Directory. OgHako xoct ¢ Windows MOeT JeiicTBOBaTh Iie-TO B 06j1aKe, a
OTKa3 OT MCII0JIb30BaHMS CIY>KObI KaTaJOTOB B HEKOTOPBIX CIyYasix MOKET
IaTh JOIMOJHUTEIbHbIE TPeUMYIIEeCTBa.

Cuenapuit B mpumMepe 12.5 cosmaeT rpyrmny developers ¥ YY€THYIO 3aMMCh
T0Tb30BaTesl, YTOObI HA KOHKPETHOM IIpUMepe MPOoIeMOHCTPUPOBATh UC-
M0Jib30BaHMe MOTyJieli. B TpoMbllilJIeHHOM OKPYKeHUM MMeHa I'PYMIL, T0Jb-
30BaTesieil MO Obl ONIpenesThCS B BUMIE CJIOBApeil B IIepeMeHHbIX group_
vars, a TTapoJix B 3alM(pPOBAHHBIX ITePEMEHHBIX, HO JIJISI YI060UMTaeMOCTH
MbI TIOMECTMUJI/ BCe 3TO MPSIMO B CLieHapUIi.

Mpumep 12.5. YnpaBneHue nokanbHbIMK rpynnamu 1 nonbsosatensmu 8 Windows

- name: Ensure group developers
win_group:
name: developers

- name: Ensure ansible user exists
win_user:
name: ansible
password: '%4UJ[nLbQz*:BJ%9gV|x'
groups: developers
password_expired: true
groups_action: add
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O6paTuTe BHMMaHMeE, 9YTO TTapaMeTpy password_expired IIPMCBOEHO 3HAYe-
HMeE true. DTO O3HAYAET, UTO MPU CIEAYIOILEi IOIbITKE BXO/a I0Jb30BaTEeb
IOJIKeH OyIeT 3a4aTh HOBbIV ITapOJThb.

[To yMoO/M4aHUIO [IJ151 TPYIIIL win_user BBITIOJIHSET ONepanuio replace: MOJb-
30BaTe/ib MCKIIOUAETCS M3 JII0OBIX APYIMX TPyIn. Mbl yKasaau, YTO IO
YMOJIYAHMIO JO/DKHA BBITTOMHSTHCS omepauust add, YTOObI IPeqOTBPATUTE
UCK/IIOUEHMeE T0/Ib30BaTesieil u3 rpynil. [loBeieHre 0 YMOTYaHUIO MOYXKHO
nmepeorpenennTh OJid KaXO0ro OTAe/bHOTO [0JIb30BaTe .

@yHkyuu Windows

B Windows ecTh (yHKLNM, KOTOPble MOKHO BKJIIOYATh M OTKIIOUYATh. IT0-
JIYYUTE TIOTHBINM CIIMCOK TaKUX (QYHKIINIA, BBITIOJTHUB KOMAaH/IY Get-WindowsFeature
B PowerShell, 1 cocTaBbTe CITMCOK windows_features_remove C (OYHKIMSIMM [JIST
OTK/IIOUeH M :

- name: Manage Features
win_feature:
name: "{{ item }}"
state: absent
loop: "{{ windows_features_remove }}"

- name: Manage IIS Web-Server with sub features and management tools
win_feature:
name: Web-Server
state: present
include_sub_features: true
include_management_tools: true
register: win_iils_feature

- name: Reboot if installing Web-Server feature requires it
win_reboot:
when: win_iis_feature.reboot_required

[Tocsie BKITIOUEHMSI/OTKIIOUEHNST HEKOTOPBbIX (YHKILMI TpebyeTcs Tepe-
3arpyska Windows; o HaamMumy Takoil He06XOAMMOCTM TOBOPUT 3HAUEHMe,
BO3BpalllaemMoe MoayneM win_feature.

Yecmanoeka npo2paMMH020 obecneyeHus
¢ nomowibro Chocolatey

YT06bI y6eIUTHCS B BO3MOKHOCTY MTOAIEPSKKY YCTAHOBIEHHOTO ITPOTPaMM-
HOTO obecrieueHus], CO3aAUM IBa crucka. [Tocie 3TOro Mbl CMOXeM MC-
MI0JIb30BaThb 3TOT (daiin tasks/main.yml B poinu:

- name: Use Chocolatey
win_chocolatey:
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name: "chocolatey"
state: present

- name: Ensure absense of some packages
win_chocolatey:
name: "{{ uninstall_choco_packages }}"
state: absent
force: true

- name: Ensure other packages are present
win_chocolatey:
name: "{{ install_choco_packages }}"
state: present

OTM 332Uy XOPOIIO CITPABJISIOTCS C HEOOMBIIMMM TaKeTaMM, HO MHOTA
MHTEepPHEeT MOXKeT paboTaTh He TakK, KaK X0Tesnoch 6bl. YTOObBI cenaTh ycTa-
HOBKY Visual Studio Code 60ee Hazie;KHO, MbI JOOABWIM ITPOBEPKY win_stat
M TIOBTOPHBIE TIOTIBITKY retries:

- name: Check for vscode
win_stat:
path: 'C:\Program Files\Microsoft VS Code\Code.exe'
register: vscode

- name: Install VSCode

when: not vscode.stat.exists|bool

win_chocolatey:
name: "{{ vscode_distribution }}"
state: present

register: download_vscode

until: download_vscode is succeeded

retries: 10

delay: 2

- name: Install vscode extensions
win_chocolatey:
name: "{{ item }}"
state: present
with_items: "{{ vscode_extensions }}"
retries: 10
delay: 2

Hacmpoiiku ons nododepxku Java

Teriepp BaM OO/IKHO OBITh TOHSITHO, KaK YCTAHABIMBATH ITPOTPAMMHOE
obecrieuenme ¢ momoibio Chocolatey, Ho B cyrydae co crapoit mo6poii Java 8
HY>KHO BBITIOJIHUTb HEKOTOPbIE TOTIOTHUTE/IbHbIE HACTPOIKNA:
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name: Install Java8
win_chocolatey:
name: "{{ jdk_package }}"
state: present

name: Set Java_home
win_environment:
state: present
name: JAVA_HOME
value: "{{ win_java_home }}"
level: machine

name: Add Java to path
win_path:
elements:
- "{{ win_java_path }}"

Kaxk rmokasaHo B 9TOM IIpuMepe, Bbl MOKeTe HaCTPOUTb IIepeMeHHbIe Cpe-
bl B Windows, a Takke ITepeMeHHYIO PATH.

O6HoeneHue Windows

OnHa 13 BaKHeNIIMX MMOBCEAHEBHBIX 3a7jauy afMUHUCTPATOPa — YCTAHOBKA
06HOBJIEHMIT 6€30ITacHOCT. TO OHA M3 3a[au, KOTOpbIe aJIMUHUCTPATO-
pbI TI0-HACTOSILEMY He JIIOOST B OCHOBHOM M3-3a PYTUHBI, laske TIPUTOM,
YTO OHA BaskHA 1 HEOOXOIMMA, a TAKKe IIOTOMY, UTO MOXKET IMTOPOIAUTD MacCy
npo6JieM, eC/Iv UTO-TO MOMAET He TaK. IMeHHO IT03TOMY ITpeAnodYTUTeIbHee
3aMPeTUTh aBTOMATUYECKYI0 YCTAHOBKY OOHOBJIEHMIT B HACTPOJIiKaxX orepa-
LIMOHHOJ CUCTeMbl U TIPOBEPSITh BHOBb MOSIBUBIINECS OOHOBIEHUS Tepe[
X YCTAHOBKOJI B MPOMBIIIJIEHHOM OKPYKeHUM.

Ansible moMoskeT aBTOMaTMU3UPOBATh 3Ty 3a7auy C MOMOIIbIO TTPOCTOTO
CLieHapusl, IMpeaCcTaBlIeHHOro B rpumepe 12.6. CueHapuii He TOIbKO yCTa-
HaBJIMBaeT OOHOBJIEHNST 6€30MacHOCTHM, HO TAKKe Iepe3arpyskaeT MaliuHy
1ocJie yCTAaHOBKM, eC/in Heo6xoauMo. B 3akimoueHe OH MHQOPMUPYET BCexX
MoJib30BaTeseli 0 He0OXOAVMMOCTHM BBITY Tlepe]; OCTaHOBKOV CUCTEMBI.

MNpumep 12.6. CueHapuit Ansg yCTaHOBKM 0OHOBNEHMI 6€30MacHOCTH

- name: Install critical and security updates
win_updates:
category_names:
- CriticalUpdates
- SecurityUpdates
state: installed
register: update result

- name: Reboot if required
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win_reboot:
when: update_result.reboot_required

Ansible penaet ympaBneHue xocramyu ¢ Microsoft Windows Takum ke
MIPOCTBIM, KaK yrpasjeHue xocramu Linux u Unix.

3aknyeHue

Mexanusm Microsoft WinRM mnipekpacHo paboTaeT, XOTsI U IefiCTByeT Me/I-
neHHee, yem mpoTokon SSH. Mopynu Ansible gns Windows mo3BossiioT
BBITIOTHSITh AOCTAaTOYHO INMPOKMIA KPYyT 3ajad M CBOMM YyHOOCTBOM Majo
OTJIMYAIOTCS OT Apyrux momyJeii. CoobirecTBo mosmb3oBatTeneit Ansible, mc-
MOMb3YIOIIUX 3Ty cucTeMy i yripaBieHust Windows, 1oka elile HeBeauKo.
Tem He MmeHee Ansible — y>ke caMblit TPOCTOM MHCTPYMEHT IJ1s1 yIIpaBIeHUS
IIapKOM XOCTOB C Pa3HbIMM ONEePALMOHHBIMM CUCTEMAMMU.
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Ansible u KoHTeHepbI

[TpoexT Docker, mosisuBmmiics B 2013 rogy, crpeMuTenbHO 3axBaTma Mmup UT.
51 He MOry BCITOMHUTD HM OIHO¥ IPYTO¥i TEXHOIOTUM, KOTOpast 6bl1a ObI Tak
OBICTPO TMTOAXBAaueHa COOOIIEeCTBOM. B 3TOi1 I/1aBe paccKa3bIBaeTcs, Kak C Mo-
Moibio Ansible co3maBaTh 00pa3bl ¥ pa3BepThIBATH 00Pa3bl KOHTEITHEPOB.

Yro Takoe KOHTeiHep?

Mpu BUpTyanusaumMmu annapatHoro obecrneyeHus mporpamMMHoe obecneyeHue,
Ha3blBaeMOE MMNEPBMU30POM , BOCCO3AaET GU3MYECKYH MALLMHY LLENUKOM, BKJIHO-
4as BUPTYasibHble MPOLECCOoPbl, NAMATh, @ TAKXKe YCTPOMCTBA, TakMe Kak AUCKU U
ceTeBble MHTEpdENCHI. BUpTyanusauma annapaTHoro obecneyeHns — oueHb rmb-
Kasi TEXHONOr 1S, MOCKObKY BUPTYanu3aLmm NoLBEPraeTcs BCS MallMHa LLENMKOM.
B yacTHOCTU, B KaUeCTBe roCcTeBOM MOXHO YCTaHOBUTb N0OYH OMepaLLMOHHY0 CU-
CTEMY, JaXKe B KOPHE OT/IMYAIOLLYIOCS OT CUCTEMbI-HOCUTENS (HANPUMeEp, FOCTEBYHO
cucremy Windows Server 2016 B cucteme-Hocutene RedHat Enterprise Linux), u
OCTaHaBNMBATb U 3anycKaTb BUMPTYyaNbHYH MalUMHY TOYHO TaK Xe, Kak $usmnye-
ckyto. OfHako 3a 3Ty T’MBKOCTb NPUXOAWTCS NAATUTb 3aTpaTamMu NPOW3BOAUTESb-
HOCTM Ha BUPTyanu3auumio annapaTHoro obecneyeHums.

KoHTeMHepbl MHOTAA HA3bIBAKOT BUPTYanu3aLumen onepaumoHHOm CUCTeMbI, YTO-
6bl NOAYEPKHYTb OT/IMYME OT TEXHONOTMI BUPTYanu3aLmmu annapaTHoro obecne-
yeHus. Mpu BUPTYyanmM3aumm onepaumoHHOM cucTeMbl (KOHTEMHEpbI) rocTeBble
NpOLEeCChl MPOCTO U30AMPYIOTCS OT MPOLLECCOB cucTeMbl-HocuTens. OHu 3any-
CKAKTCS Ha TOM Xe a4pe, YTO U CUCTEMA-HOCUTENb, HO MPU 3TOM CUCTEMA-HOCHU-
Tenb o6ecneymBaeT NOHYK U30SLMI0 FOCTEBbIX MPOLLECCOB OT S4pa.

KoHTelMHepu3aumsa — 310 ogHa 13 dhopM BUpTyanmsaumm . Korga BupTyanmsa-
LMS MCNoNb3yeTcs ANS 3anycka NpoLeccoB B rOCTEBON ONepaLMoHHOM cucTeMe,
3T NPOLLECChI HEBUAMMbI ONEPaLMOHHON CUCTEME-HOCUTENIO, BbIMOTHAKOLLENCS
Ha dum3nyeckor annapatype. B yactHocTH, npoLeccsl, 3anyLieHHble B FOCTEBOM
OMEepaLMOHHOM CUCTEME, HE UMEKOT MPSAMOTro A0CTYNa K GU3MYECKMM pecypcam,
[LaXe eC/iM HafleneHbl NpaBamMu Cynepriofib30BaTens.

Ecnn nporpamMmHoe obecneyeHne noaaepxkn KOHTEMHeEPOB, Takoe Kak Docker,
pencreyet B OC Linux, rocteBble NpoLecchl Takxe AO0/MKHbI BbiTb Npoueccamm
Linux. Mpu1 3TOM M3LepXKKM OKa3bIBAKTCS rOPa3fo HUXKe, YeM MpuU BUPTyanusa-
UMM annapaTHOro obecneyeHus, NOCKObKY 3aMyCKaeTcs TO/IbKO OfHa onepaum-
OHHasa cucTema. B yacTHoCTM, npouecchl B KOHTEMHepaxX 3anyckalTcs ropasao
ObICTpee, YEM Ha BMPTYyasibHbIX MalLMHAX.
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Docker, Inc. (kommnanusi-cosmatenb TexHomoruu Docker — 51 6yay UCIIONb-
30BaTh «INc.», YTOOBI OTIMYUTH KOMITAHUIO OT Ha3BaHMSI IIPOIYKTA) CO31aia
He MIPOCTO KOHTeHepbl, HO HACTOSIIYIO IIaTHOpMy, B KOTOPOJ KOHTeliHe-
PbI UTPAIOT POJIb CTPOUTENIBHBIX 6/10KOB. KoHTeliHephl B Docker — 3T0 mou-
TH TO K€ Camoe, UTO BUPTyaabHble MalllMHbI [IJIS1 TUIIePBU30pa, TAKOTO KaK
VMWare unu VirtualBox. Taxke Docker, Inc. pa3pa6orana ¢popmaT o6pasos
u Docker API.

[ WLTIoCTpaluy CpaBHUM 00pa3 KOHTelfHepa ¢ 00pa3oM BUPTYaIbHOI
MaiHbl. O6pa3 KoHmeliHepa copep>kUT (GailyIoBYI0 CUCTEMY C YCTaHOBJIEH-
HOJi OTlepalMOHHONM CUCTEMOIA, a TAK)Ke HEKOTOPbIe MeTamaHHble. OHO Cy-
IIECTBEHHOE OT/INYYE B TOM, UTO 00pa3bl KOHTETHEPOB — MHOTOYPOBHEBBIE.
s co3maHust HOBoro oo6pasa Docker 6epeTcs cylecTByoLIMii 06pas u Mo-
ouduImpyercs qobaBiaeHneM, M3MeHEeHMeM Win yaaneHuem ¢aitios. Ho-
BbIif 00pa3 KOHTeliHepa COMEPSKUT CChIIKY Ha OPUTMHAIBHBIN 00pa3, a TakKe
oTanuus B HaitoBoi cucTeMe MeKAY OpUTMHAIbHBIM ¥ HOBBIM 0Opa3aMu.
Biarogapss MHOrOoypoBHEBOJ OpraHM3anyy 06pasbl KOHTETHEPOB ropasao
MeHbIIIe TPAAUIIMOHHBIX 00Pa30B BUPTYaJbHBIX MAIlMH, 8 3HAUYNUT, UX JIerye
nepenaTh uepes uHTepHeT. [IpoekT Docker mogmepskuBaeT peecmp o61Iem0-
CTYITHBIX 00pa30B (https://hub.docker.com/).

Taxske Docker mommepskuBaetr API ymaneHHOro yrpaBjeHMs, TTO3BOJSI-
IOIIMIA OCYIeCTB/ISATh B3aMMOJIEMICTBUS CO CTOPOHHMMM MHCTPYMEHTaMIN.
Otot API kak pa3 ucronab3yoT Mony/nu docker_* B Ansible. C moMoIIbI0 3TUX
MOJTyJieit MOXKHO yIIpaBJIsiTh KOHTeltHepaMu Ha 1atdopme Docker 1 mpo-
rpPaMMHBIM obecrieueHeM B HUX.

Kubernetes

O6bryHO Ansible He McIOMb3yeTCs IJIsS YIIpaBJIeHUs] KOHTeHepaMu, Jei-
CTBYOIIMMM T01 yripaBieHuem Kubernetes, omHako mpy He0O6XOAVMMOCTU
TaKoe BO3MOKHO Gy1aromapst HaIMIuio MOyJist k8s (https://oreil.ly/yRVOx). Kuber-
netes Operator SDK nmpenjiaraeT Tpu Apyrux criocoba yrpasiaeHus pecypcamu
Kubernetes: Go Operators , Helm Charts u Ansible Operators . Han6osnbiieit
TTOITY/IIPHOCTBIO B cO00IIecTBe rmonb3yeTcs Helm Charts. S He 6ymy BoaBaThb-
cs1 B mozipo6Hoe omnmcanme cBsi3ku Kubernetes n Ansible. Ho miis tex, komy
MHTEpeCcHO, OTMeuy, 4yTo B HacTos1iee Bpems Ixkedd l'epaunr (Jeff Geerling)
nuiet KHUry «Ansible st Kubernetes». Ixkeiicon Jo6uc (Jason Dobies) u
Ixonrya By (Joshua Wood) B cBoeit kuure «Kubernetes Operators» (https://
learning.oreilly.com/library/view/kubernetes-operators/9781492048039/), BbIllIellIeli B U3-
narenbctBe O'Reilly, mogpo6HO ONMCHIBAIOT TPUMEHEHME OIIEPaTOPOB.
Wiymym o611e0CTyITHOe 06/1aKO0 I/1sT OIPOOOBaHMSI KOHTEITHEPHBIX TeX-
Hosoruii Red Hat npenaraer o6i1aunyo miatdopmy Ha ocHoBe OpenShift
rox, Ha3BaHmeMm OpenShift Online (https://oreilly/t6XgM), a Google — mpo6HYI0
Bepcuio cBoeit mnatdopmbr Google Kubernetes Engine. O6e miaTdopmbr


https://hub.docker.com/
https://oreil.ly/yRVOx
https://learning.oreilly.com/library/view/kubernetes-operators/9781492048039/
https://learning.oreilly.com/library/view/kubernetes-operators/9781492048039/
https://oreil.ly/t6XgM
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MMEIOT OTKPBITBIN UCXOAHbBIN KO, TIO3TOMY, €CJI Y BaC €CTh CBOI MapK cep-
BEpOB, BbI CMOsKeTe pa3BepHyTh Ha HUX OpenShift manu Kubernetes. Ecinu Bbl
pernTe pa3BepHyTh I10 Ha Apyroii ruiaTdhopMe, MpOUYMTaTE CTAThIO B 6y10TE
(https://oreil.ly/b0aKF) 0 HacTpoiike Vagrant. Taxke i1 HACTPOVIKU MOXKHO UC-
ronb3oBaTh Kubespray (https://oreil.ly/M2jiC).

BbI O/KHBI 3HATh, UTO CePbe3HbIe TIPOMBbIIIJIEHHbIE CUCTEMBI YaCTO I10-
JlararTcsl Ha Mcrnoib3oBaHme Kubernetes B coueTaHuu ¢ «IOIbIM 3Ke1e30M»
VIV BUPTYaJbHBIMM MalllMHAMM JIJIS1 OpraHM3aluy XpaHWINII UJIX 3aITyCcKa
CIIeMaaM3MPOBAHHOrO MTPOTPAMMHOTO ObGecIieueHus ; Halpumep, CM. JI0-
KyMeHTAalMI0 0 yCcTaHOBKe wire-server (https://oreilly/rMZYp). Ansible oueHb
TI0JIe3HA /IS CKJIEMBAHMS KYCOUKOB B IMOAOOHBIX MHMPACTPYKTYpaXx.

XusHeHHbIll yukn npunoxcerus Docker
BOT KaK BBINISAUT OOBIUHBIN JKM3HEHHbIN LMK/ puioxkeHnst Docker.

V3BneuyeHne 6a30Boro o6pasa KOHTelHepa U3 peecTpa.

HacTpoiika obpa3a KOHTeliHepa Ha JIOKaJbHOW MallllHe.

OrnpaBka o6pa3a KOHTelfHepa C JIOKAJIbHOI MalllMHbI B PeeCTp.
V3ByieueHne 06pa3oB KOHTEIHEPOB Ha yIaJIeHHbIN XOCT U3 peecTpa.

Ul N =

3aIycK KOHTeiHepOB Ha yJaJIeHHOM XOCTe IyTeM Tepenayu UM MH-
dbopmaiuu o KoHbUrypaummn.

OO6bIYHO 00pa3 KOHTeHepa CO3/1aeTCs Ha JOKAJIbHOI MallliHe VIV B CU-
cTeMe HelpepbIBHOI MHTErpaliy, OAAe P>KMUBAIOIIEi X CO3aHue, Harpu-
Mep Jenkins mau GitLab. [Tocie cosmanust 06pa3 HeE0OXOAMMO IIe-TO COXpa-
HUTb, OTKY/IA €ro JIETKO OyJeT 3arpy3uTh Ha yIaJleHHbIe XOCThI.

Peecmpei

O6pa3bl KOHTefHepOB OOBIYHO XPaHSITCSI B XpaHWIMILE, HAa3bIBA€MOM
peecmpom. IIpoekt Docker mopmepskuBaet peectp Docker Hub, B KOTOpoM
MOTYT XpPaHUTbCS Kak IMyOMyHbIe, TaK M YacTHbIe 06pa3bl. CylecTByeT UH-
CTPYMEHT KOMAaHIHOJ CTPOKM CO BCTPOEHHON IOAAepP>KKON pa3MelleHUs
00pa30B B peecTpe 1 3arpy3ku 13 Hero. Red Hat mopmepskuBaet peectp Quay
(https://quay.io/). PeecTpbl MOXKHO pasMelaTh JIOKAJIbHO € IIOMOIIbI0 Sonatype
Nexus (https://oreilly/IvZ9G). HekoTOpbIe ITOCTABIIMKM OOGJIAUHBIX YCIIYT TOXKE
AT OpraHM3alMsIM-MOANMCYMKAM BO3MOKHOCTb pa3MellaTb CBOM 4acT-
HbIe peecTphl y HUX B OOJIaKe.

[Tocsie pa3melieHus o6pa3a KOHTeiHepa B peecTpe MOKHO COeIMHUTHCS
C yoaJeHHbIM XOCTOM, 3arpy3uUTh 00pa3 KOHTelHepa U 3amyCTUTh ero. O6-
paTuTe BHMMAaHMe, YTO, eCIM MOMBITAThCS 3aMyCTUTh KOHTelHep, obpasa
KOTOPOTO HeT Ha XocTe, Docker aBToMaTu4yecku 3arpy3uT ero M3 peecrpa.


https://oreil.ly/b0aKF
https://oreil.ly/M2jiC
https://oreil.ly/rMZYp
https://quay.io/
https://oreil.ly/IvZ9G
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[TosTOMY HET HEO6XOAMMOCTHM SIBHO MCIIONIb30BaTh KOMaHAY 3arpy3kiu 06-
pasa u3 peecrtpa.

Ansible u Docker

[Tpu ucnonb3oBanmu Ansible mjis cosganms o6pasoB Docker u 3amycka KOH-
TeifHepOB Ha yIAJ€HHBIX XOCTAaX KM3HEHHbIN LIVKIT TPUIOKEHUS OyIeT BbI-
ISIAETH CIefyIouM 06pa3om.

1. Hammcaume ciieHapueB Ansible st cosmanust o6pa3oB Docker.

2. BrelronmHeHMe clieHapueB s CO3/IaHMsI 00pa30B KOHTEHEePOB Ha JIO-
KaJIbHOJ MallliHe.

3. Ilepemavya 06pa30B KOHTETHEPOB C JIOKAJbHOI MaIllMHbBI B PEECTP.

4. Hanmcanme cieHapueB Ansible 11t 3BieueHMst 06pa30B KOHTelHe-
POB Ha yziaJieHHbIe XOCTbI ¥ UX 3aITyCK ITyTeM nepenauy nHGopmaium
0 KOH(pUTYypaIum.

5. BoimonmHeHue ciieHapueB Ansible st 3armycka KOHTeTHEPOB.

lModknroueHue k demoHy Docker

Bce mopynu Ansible Docker B3aumopeiicTByIoT ¢ nemoHom Docker. Eciin
BbI paboTraeTe B Linux mau B macOS u ucnonb3yeTe rnogaepskky Docker mis
Mac, Bce MOAY/IM AOJIKHBI TIPOCTO PaboTaTh 6€3 BCIKMUX AOTIOTHUTETbHBIX
ImapamMeTpOB.

Ecnu Bb1 pabotaete B macOS u ucnonbsyete Boot2Docker mnn Docker
Machine, a Takke Korma MOAy/b 1 JeMOH Docker BBITTOTHSIOTCS HA pa3HbIX
MallIHax, BAM MOKeT ITOHAL00UThCS TTepeaTh MOILY/ISIM AOTIOTHUTEIbHYIO
MHbOpMAaIIo, YTOOBI OHM MOTJIM CBSI3aThCs ¢ JeMoHoM Docker. B ta6i. 13.1
repeuncaeHbl TTapaMeTpbl, KOTOpble MOXKHO TepefaBaTbh MOAY/ISIM uepes
apryMeHTbl KOMaHJHOV CTPOKM MM 4yepe3 IrepeMeHHble OKpyskeHMsl. [lo-
TTOJTHUTEIbHBIE TTOAPOOHOCTY Bbl HalijleTe B JOKYMEHTALMM C OIMCAaHUEM
MopyJist docker_contatiner.

Ta6nuua 13.1. MapameTpbl NnogkoydeHns K nemoHy Docker

AprymeHT Moaynsa MepemeHHas oKpyKeHus 3HayeHne No yMoN4YaHUo
docker_host DOCKER_HOST unix://var/run/docker.sock
tls_hostname DOCKER_TLS_HOSTNAME localhost

api_version DOCKER_API_VERSION auto

cert_path DOCKER_CERT_PATH (HeT)

ssl_version DOCKER_SSL_VERSION (HeT)

tls DOCKER_TLS no
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tls_verify DOCKER_TLS_VERIFY no

timeout DOCKER_TIMEOUT 60 (cekyHa)

lMpumep npumeHeHus: Ghost

B 2T0Ji I11aBe Mbl OCTaBMM B CTOPOHe NMpuiokeHMe Mezzanine 1 BO3bMeM
3a OCHOBY apyroe npunokeHne — Ghost. Ghost — ato matgopma 6;10ruHra
C OTKPBITBIM MCXOAHBIM KofoM, HartomuHatomiass WordPress. ITpoekT Ghost
umeeT oDuULMAIbHBIN KOHTelHep Docker, KOTOpbIV MbI MCITOJIb3yEM B Kaue-
CTBE OCHOBBI.

BoT 0 uem MBI ITOTOBOPUM Aajsiee B 3TOJ IIaBe:

» 3amyck KoHTeltHepa Ghost Ha JIoKaJbHOI MallHe;

» 3amyck KoHTeitHepa Ghost rmoBepx kKoHTeliHepa NGINX ¢ HacTpoitKoii
SSL;

» nob6aByeHue cBoero oopasza NGINX B peectp;

» pasBepTbiBaHMe KOHTeliHepoB Ghost 1 NGINX Ha ynaneHHO Maliu-
He.

3anyck koHmeliHepa Docker Ha nokanbHOI MawuHe

Mopnynb docker_container 3aITyCcKaeT M OCTaHaB/IMBaeT KOHTeliHepbl Docker,
peanu3ysi HEKOTOpble BO3MOXHOCTM WMHCTPYMeHTa KOMAaHAHOW CTPOKU
docker, TakMe KaK KOMaHObI run, kill 1 rm.

Ecu mpedronoxkuTh, 4TO IIporpaMMHoe obecrieueHne Docker yske ycra-
HOBJIEHO Ha JIOKAJIbHOM KOMITbIOTEPE, TO CJIEIYIOIasi KOMaH/Ia 3arpy3uT 00-
pa3 Ghost u3 peectpa Docker u 3amyctut ero. OHa 0TOO6pa3uT MopT 2368 B
KoHTeltHepe B mopT 8000 JI0KaIbHOI MallIMHbI, 6J1arofapst YeMy BbI CMOXKETE
obpatutbes K Ghost o agpecy http://localhost:8000.

$ ansible localhost -m docker_container -a "name=test-ghost image=ghost \
ports=8000:2368»

B mepBbIii pa3 MOXET MOTPe60BaThCSI HEKOTOPOE BpeMsI Ha 3arpy3Ky 00-
pasa. B ciiyuae ycriexa komaHia docker ps TOKaXXeT pabOTaIONINIT KOHTEeHED:

$ docker ps --format "table {{.ID }} {{.Image}} {{.Ports}}"
CONTAINER ID IMAGE PORTS
ff728315015e ghost 0.0.0.0:8000->2368/tcp

Crnemyroniasi KOMaHIa OCTAHOBUT U YOAJIUT KOHTEHED:
$ ansible localhost -m docker_container -a "name=test-ghost state=absent"

Mopnynb docker_container mopJepsKMBaeT HECKOJbKO MapaMeTpOB: Ipak-
TUYECKU JJI BCEX TapaMeTPOB, MOIIePKMBAEMbIX KOMaH/I0M docker, MOAY/b
docker_container MM€EET CBOM 3KBMBAJIEHTHbBIE I1apaMETPBhI.
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Co3daHue obpasa u3 Dockerfile

YTob6bI CO3/aTh CBOV 00pa3 KOHTelHepa, HYKHO HAIuCaTh CIIelyab-
HbII TEeKCTOBBIN (aitsl, KOTOpbIit Ha3biBaeTcs: Dockerfile, HartoMuHaIOU i
clieHapuil Ha SI3bIKe KOMaHAHOI 06oj0ukyu. CtaHmapTHbI 06pa3 Ghost
IpeKkpacHo paboTaeT caM mo cede, HO, YTOObI 00ECIIeYNUTh Oe30MacCHOCTh
IOCTYTIa, TIepe]l HUM HYKHO 3alyCTUTh Beb-cepBep C HAaCTPOEHHOI IOJI-
mepsxkkoii TLS.

ITpoext NGINX mnogmepskuBaeT CBOi craHmapTHbI 06pa3 NGINX, HO HaM
HY>KHO HaCTPOUTH ero IJist paboTsl ¢ Ghost 1 BKIIIOUNTDH B HEM MOIIEPKKY
TLS, KaK MbI JIeJIa/Ii 9TO B IJIaBe 7, KOTIa pa3BepThIBaIM MPUIOKeHe Mez-
zanine. B mpumepe 13.1 npexncrasieH ¢aiin Dockerfile, peanusytominit Bce
Heobxoaumoe.

Mpumep 13.1. Dockerfile

FROM nginx
RUN rm /etc/nginx/conf.d/default.conf
COPY ghost.conf /etc/nginx/conf.d/ghost.conf

B mpumepe 13.2 npuBoauTcs KoHurypauus Be6-cepsepa NGINX, o6cy-
skuBatoniero Ghost. I'maBHOe ee oT/iMume OT mMpuMepa KOHGUTYypauuu ajist
npuaoxkeHnss Mezzanine 3akiiodaeTcs B TOM, 4To Ternepb NGINX B3aumo-
nevictByeT ¢ Ghost uepe3 TCP-cokeT (rmopT 2368), Torma Kak 151 B3auMOZI el -
cTBUIt ¢ Mezzanine MUCIIONIb30BaJICS COKeT moMeHa Unix.

Ipyroe oTinune — MyThb K KaTaynory ¢ (aitnamu ceptudmkaros TLS: /certs.

Mpumep 15.2. ghost.conf

server {
listen 80 default_server;
listen [::]:80 default_server;
server_name _;
return 301 https://Shost$request_uri;
}
server {
listen 443 ssl;
client_max_body_size 10M;
keepalive timeout  15;
ssl_certificate [certs/nginx.crt;
ssl_certificate_key /certs/nginx.key;
ssl_session_cache  shared:SSL:10m;
ssl_session_timeout 10m;
ss1_protocols TLSv1.3;
ss1_ciphers EECDH+AESGCM:EDH+AESGCM;
ssl_prefer_server_ciphers on;
location / {
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proxy_pass http://ghost:2368;

proxy_set header  X-Real-IP S$remote_addr;

proxy_set_header  Host Shttp_host;

proxy_set_header X-Forwarded-Proto https;

proxy_set_header X-Forwarded-For $proxy_add x_forwarded for;

}

Kak MOXHO 3aMeTUTh B 3TOVi KOoHGuUrypauuu, sed6-cepsep NGINX o6pa-
maeTcs K cepepy Ghost, Mcmonb3yst uMs xocTa ghost. Pa3BepThiBasi 3T KOH-
TeliHePbl, BbI JO/DKHbBI TAaPAHTUPOBATb 3TO COOTBETCTBYE; MHAUE KOHTEITHep
NGINX He cMOKeT 06CTykMBaTh KOHTeitHep Ghost.

Ectu npenmnonoxutb, uto Dockerfile 1 nginx.conf xpaHsiTCSl B KaTajore
nginx, cyiemyrolas 3afgava co3gact oopas ansiblebook/nginx-ghost. 3mech mc-
0JIb30BaH mpedukc ansiblebook/, TOTOMY UTO MbI COOMpPaeMCsI IOMECTUTh
06pa3s B pertosuTopuit Docker Hub ¢ umenem ansiblebook/nginx-ghost, HO BbI
IO/DKHBI MCTIONb30BaTh MpedMKC, COOTBETCTBYIOIINI BallleMy MMeH! T0JTb-
3oBaTess Ha caiiTe Docker (https://hub.docker.com/):

- name: Create Nginx image
docker_image:
build:
path: ./nginx
source: build
name: ansiblebook/nginx-ghost
state: present
force_source: "{{ force_source | default(false) }}"
tag: "{{ tag | default('latest') }}"

Y6enuThbcsl B yCIIEIIIHOM BBITIOJTHEHUM 3a/1a4M MOXKHO C TIOMOIIIbI0 KOMaH-
ObI docker images:

$ docker images

REPOSITORY TAG IMAGE ID CREATED SIZE
ansiblebook/nginx-ghost latest e8d39f3e9e57 6 minutes ago  133MB
ghost latest e8bc5f42fe28 3 days ago 450MB
nginx latest 87a94228f133 3 weeks ago 13348

Ob6paTuTe BHMMAaHME, YTO BBI3OB MOIYJIS docker_image 3aBepPIIMTCS HU-
yeM, ey 06pas3 ¢ TaKMM MMeHEeM Y3Ke CYIIeCTBYeT, AaxKe eC/Iv COepsKMMOoe
Dockerfile nsmeunnnocs. Eciy Bbl BHecn nsMmeHenns B Dockerfile 1 xotute
repecobpatb 00pas, mob6aBbTe mapameTp force_source: true:

$ ansible-playbook build.yml -e force_source=true

B ob6111em ciyyae mpeaoyTuTeIbHee 100aBaITh MapaMeTp tag C HOMEPOM
BepCUM U YBEIMUYMBATD €ro JJIs1 KaXKI0i HOBOI cO0OpKu. B aToM cirydyae Mo-
Iyb docker_image OyIeT co3/aBaTh HOBbIE 00pa3bl 6e3 SIBHO 3aJaHHOTO T1a-


https://hub.docker.com/
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pameTpa force_source. II0 yMOITUaHMIO UCITOJIb3YETCSI TET latest, HO OH COBEp-
IIIEHHO He MTOAXOINUT AJIs1 BepCMOHMPOBAHMSI 06pa30B.

$ ansible-playbook build.yml -e tag=v2

Omnpaseka obpa3sa e peecmp Docker

Iyist orripaBKM 06pasa B Docker Hub Mbl McIionb3yeM OTeNbHbIN ClIeHApUit,
TpefcTaB/IeHHbIN B puMepe 13.3. O6paTuTe BHMMAaHMe, YTO MOIYJIb docker_
login JOJKEH BbI3bIBATHCS [JIS1 PETUCTPALIMM B peecTpe [0 MOMbITKM OTIIpa-
BUTD Tyma o6pas. O6a momysst — docker_login ¥ docker_image — IO YMOJTYaHUIO
MCIIONIb3YIOT B KauecTBe peecTpa pernosutopuit Docker Hub.

Mpumep 13.3. publish.yml

- name: Publish image to docker hub
hosts: localhost
gather_facts: false

vars_prompt:
- name: username
prompt: Enter Docker Registry username
- name: password
prompt: Enter Docker Registry password
private: true

tasks:
- name: Authenticate with repository
docker_login:
username: "{{ username }}"
password: "{{ password }}"
tags:
- login

- name: Push image up

docker_image:
name: "ansiblebook/nginx-ghost"
push: true
source: local
state: present

tags:
- push

Eciu BbI co6MpaeTech MCIOAb30BaTh IPYIOii peecTp, onpeaenTe rnapa-
MeTp registry_url B docker_login ¥ mpeduKc MMeHM obpa3a C MMeHeM XOCTa
¥ HOMEpOM IT0pTa peecTpa (ec/i peecTp UCII0Ib3yeT HeCTaHIaPTHBIN TOPT
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HTTP/HTTPS). B npumepe 13.4 riokazaHo, KaK cjiefyeT U3MEHUTDb 3a7aun
TIpU UCTIONMb30BaHUY peecTpa http://reg.example.com.

Npumep 13.4. publish.yml pns cnyyas MCNONb30BaHMS HECTAHAAPTHOMO peecTpa

tasks:
- name: Authenticate with repository

docker_login:
registry url: https://reg.example.com
username: "{{ username }}"
password: "{{ password }}"

tags:
- login

- name: Push image up

docker_image:
name: reg.example.com/ansiblebook/nginx-ghost
push: true
source: local
state: present

tags:
- push

CueHapwuit co3mannsi ob6pasa ToXXe He0OXOIMMO M3MEHUTD, YTOOBI OTpa-
3UTh B HEM HOBOe UMsI obpasa: reg.example.com/ansiblebook/nginx-ghost.

YnpaeneHue HeckonbKUMU KOHmMeliHepamu
HA JI0KA/IbHOU MauwluHe

YacTo 6bIBaeT HY>KHO 3aIyCTUTh HECKOIbKO KOHTeitHepoB Docker 1 cBsizaTh
ux BMecTe. B mpoiiecce pa3paboTky Bce Takue KOHTelfHepbl OObIUHO 3aITy-
CKAIOTCS Ha JIOKaJIbHO MalvHe. Ho B IpOMBIIIJIEHHOM OKPY>KeHUY OHU He-
penKo 3amyCKalTCs Ha pa3HbIX MallMHaX.

s pa3zpaboTku, KOTa BCe KOHTeHepbl BBITTOMHSIIOTCS Ha OJHOI Ma-
mHe, Docker nmpenmocrasisieT MHCTpyMeHT Docker Compose, YIIpOIIaoInii
3aMyCK M CBsI3bIBaHME KOHTeHepoB. [Ijis1 ympaBieHus KOHTeiiHepaMu C
nomMoinbio MHCTpyMeHTa Docker Compose MOXKHO MCIIOJb30BaTb MOZY/Th
docker_compose.

B mpumepe 13.5 nipencrasiieH ¢aiin docker-compose.yml, KOTOpPbIit 3ammyc-
kaeT NGINX u Ghost. B gaHHOM ciyyae rpefonaraeTcsl Hajauuue KaTaaora
./certs ¢ daitmamu ceptuduraton TLS.

Mpumep 13.5. docker-compose.yml

version: '2'
services:
nginx:



282 <« [nasa 13.Ansible 1 KoHTeliHepbI

image: ansiblebook/nginx-ghost
ports:
- "8000:80"
- "8443:443"
volumes:
- ${PWD}/certs:/certs
Links:
- ghost
ghost:
image: ghost

B nmpumepe 13.6 mpuBOAUTCS CIieHApUii, KOTOPBI co3maer ¢aiil obpa-
3a NGINX u camomnofncaHHbie cepTUhUKAThI, @ 3aTeM 3aITyCKaeT CITyKObI,
omnucaHHbIe B IipuMepe 13.5.

Mpumep 13.6. ghostyml

- name: Run Ghost locally
hosts: localhost
gather_facts: false
tasks:

- name: Create Nginx image
docker_image:
build:
path: ./nginx
source: build
name: bbaassssiiee/nginx-ghost
state: present
force_source: "{{ force_source | default(false) }}"
tag: "{{ tag | default('v1') }}"

- name: Create certs
command: >
openssl req -new -x509 -nodes
-out certs/nginx.crt -keyout certs/nginx.key
-subj '/CN=localhost' -days 365
args:
creates: certs/nginx.crt
- name: Bring up services
docker_compose:
project_src: .
state: present

Momysb docker_compose 60ee MHTEpeCeH pa3paboTumMKam IPUIOKEHUI,
MOTOMY 4YTO, KOTAA AEeN0 NOXOAUT A0 Pa3BepThIBAHUS B MPOMBINIJIEHHOM
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OKPY>KEHUN, Tpe60BaHI/IH BpeMEHU BbIIIOTHEHNA 4aCTO IUKTYIOT HQO6XO,E[I/I-
MOCTb Mcronb3oBaHust Kubernetes.

3anpoc uHgpopmayuu o 10KanbHOM obpase

Mopnynb docker_image_info IO3BOJISIET 3aIllPOCUTh MeTaJaHHbIE, OIMMCHIBAIO-
mye obpas, XpaHSIIuUiicS JTOKaIbHO. B mpumepe 13.7 mokasaH cieHapwuit,
VICIIOTB3YIONIMIA 3TOT MOY/Ib JIJIsI IIOyYeHNsT MHGOopMaImu 13 ob6pasa ghost
00 OTKPBITBIX TTOPTAX ¥ TOMaX.

MNpumep 13.7. image-infoyml

- name: Get exposed ports and volumes
hosts: localhost
gather_facts: false
vars:
image: ghost
tasks:

- name: Get image info
docker_image_1info:
name: ghost
register: ghost

- name: Extract ports
set_fact:
ports: "{{ ghost.images[0].Config.ExposedPorts.keys() }}"

- name: We expect only one port to be exposed
assert:
that: "ports|length == 1"

- name: Output exposed port
debug:
msg: "Exposed port: {{ ports[0] }}"

- name: Extract volumes
set_fact:
volumes: "{{ ghost.images[0].Config.Volumes.keys() }}"
- name: Output volumes
debug:
msg: "Volume: {{ item }}"
with_items: "{{ volumes }}"
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Ecin 3aIllyCTUTb €ro, OH BbIBEAET CJIEAYIOIIEe:

$ ansible-playbook image-info.yml
PLAY [Get exposed ports and Volumes] B R R R R e L T
TASK [Get image info] kkkkkkkkhkhhhhbhbhhhhhhbrdbhhhhbbrrdhhbhbrdhhhhbdrrdhhbirrd

ok: [localhost]

TASK [Extract ports] ARERRIRIRERRIRIRRRRIRARRRRIRARRR IR AR AR IR AR IR IR AR IR ARk,
ok: [localhost]
TASK [wG expect Only one port to be exposed] kkkkkkkkkkhhhhkkrkhhhhhhkkkhhhhhhkk
ok: [localhost] ==> {

"changed": false,

msg": "All assertions passed"

}

TASK [Output exposed port] *kkkkkitktkirirititiibititibibitithbhibiithbhittt

ok: [localhost] ==> {
"msg": "Exposed port: 2368/tcp"
}

TASK [Extract Volumes] kkkkkkkkkkhkkhkkhkhhkhhkhhkhhhhhhhkhhkkhkhhkhhkkhkhkkhkxk

ok: [localhost]

TASK [Output Volumes] kkkkkkkhkkkkhkkhhkhkhhkkhkhhkhhkhhkhhhhkkhkhhkhhkkhkkkkhkk

ok: [localhost] => (item=/var/lib/ghost/content) => {
"msg": "Volume: /var/lib/ghost/content"
}

Hcmonb3yiiTe MOAY/b docker_image_info [JIST BBIBOJA BasKHO MHMDOpMAaLINM
o Bammx o6pasax.

PazsepmvbieaHue npunoxeHus e KoHmeliHepe Docker

ITo ymomuaHuio B KauecTBe 6a3bl JaHHbIX Ghost ncnonb3yer SQLite. B mpo-
MBIIIIJIEHHOM OKPY>KeHUU MbI Oy[IeM MUCIT0/Ib30BaTh 6a3y AaHHbIX MySQL.

Bce npuiioskeHne Mbl pa3BepHEM Ha ABYX MalllMHax. Ha omHoIi (ghost) pas-
BepHeM KoHTeitHepbl Ghost 1 NGINX. Ha npyroii (mysql) 3aIyCTMM cepBep
MySQL, KOoTopblit OyeT 1eiicTBOBATh KaK MOCTOSTHHOE XPaHWITHIIE IJ1sl TaH-
HbIX Ghost.

B sTOoM npumepe mnpenronaraeTcs, 4To rae-To, Halpumep B group_vars/
all, onpepeneHsl cienymwlie epeMeHHble, OlpeesIollye mapaMeTpbl Ha-
CTPOIKY 06euX MallH:

e database_name=ghost;
e database_user=ghost;
e database_password=mysupersecretpassword.

MySOL
Ing HacTtpoiiku mMammHbl ¢ MySQL  HYKHO yCTaHOBUTH ITapy [aKeTOB
(mpumep 13.8).
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Mpumep 13.8. CueHapwuii KOMMNIEKTOBAHMS MaluMHbl ¢ MySQL

- name: Provision database machine
hosts: mysql
become: true
gather_facts: false
tasks:

- name: Install packages for mysql
apt:
update_cache: true
cache_valid_time: 3600
name:
- mysql-server
- python3-pip
state: present

- name: Install requirements
pip:
name: PyMySQL
state: present
executable: /usr/bin/pip3

PasBepTbiBaHMe 6a3bl AaHHbIX Ghost

Yrto6bI pa3BepHyTh 6a3y maHHbIX Ghost, Hy;KHO co3aaTh caMy 6a3y JaH-
HBIX ¥ T10JIb30BaTe/IsT 6a3bl JAHHBIX AJIS TIOAKIIOUEHNS C IPYTOrO0 KOMIIbIO-
Tepa. 1Jist 3TOTO MbI NOJKHBI HACTPOUTD ajpec MpuBsAsku cepsepa MySQL,
YTOOBI OH MPOCIYIINBAJI CETh, @ 3aTEM IePe3aITyCTUTh €ro C MOMOIIbIO 00-
pabotunka (mpumep 13.9).

Mpumep 13.9. PasepTbiBaHKe H6a3bl AaHHbIX

- name: Deploy database
hosts: database
become: true
gather_facts: false

handlers:
- name: Restart Mysql
systemd:
name: mysql
state: restarted
tasks:

- name: Listen
lineinfile:
path: /etc/mysql/mysql.conf.d/mysqld.cnf
regexp: '“bind-address'
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line: 'bind-address = 0.0.0.0'
state: present
notify: Restart Mysql

- name: Create database
mysql_db:
name: "{{ database_name }}"
state: present
login_unix_socket: /var/run/mysqld/mysqld.sock

- name: Create database user

mysql_user:
name: "{{ database user }}"
password: "{{ database password }}"
priv: '{{ database_name }}.*:ALL'
host: '%'
state: present
login_unix_socket: /var/run/mysqld/mysqld.sock

B aTom nipumepe Mbl HacTpouiu cepsep MySQL Ha mpocayuiBaHue agpe-
ca 0.0.0.0 ¥ co3manu 1MoIb30BaTeS AJIS ITOAK/IIOUEHMSI C JIF0O0J MallIMHbI (He
caMasi 6e3oracHasi HaCTpOJiKa).

Beb6-cepBep

PasBepThiBaHMe Beb-cepBepa — 60j1ee CIOXKHas 3aa4a, IOTOMY YTO Tpe-
OyeTcst pa3BepHYTb ABa KoHTeliHepa: Ghost u NGINX. Kpome Toro, ux HyX-
HO CBSI3aTh MeXIy cob60it 1 BO06aBOK Mepenath B KOHTeltHep Ghost KoH-
burypainoHHuyo nHGOpMaIo, HEOOXOOUMYIO /IS IOAKIIOUeHNsT K 6ase
IaHHbiX MySQL.

Yro6bI cBsi3aTh KoOHTeIiHEPbI NGINX 1 Ghost, Mbl crionbayem cetu Docker.
To ecTb MbI CO38aAMM CBOIO ceTb Docker, MOgK/IIOUMM K Heii KOHTeiHepbl, U
OHM CMOTYT B3aIMOZECTBOBATh APYT C IPYTOM, UCIIOJIb3YSl MMeHa KOHTe -
HEPOB KaK MMeHa XOCTOB.

CeTb Docker co3maeTcst IpocCTo:

- name; Create network
docker_network:
name: "{{ net_name }}"

ViMst ceTu TipeilIOUTUTE/IbHEE XPAHUTh B IIePEMEHHOI, TOTOMY YTO OHO
TTOHAZOOMTCSI BO BCEX 3allyCKaeMbIX HaMM KOHTeitHepax. B mpumepe 13.10
MoKa3aH (parMeHT ClieHapusl, OTBeYaroIIuii 3a 3aIyCK CeTH.

Mpumep 13.10. Pa3BepTbiBaHne Ghost

- name: Deploy Ghost
hosts: ghost
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become: true
gather_facts: false

vars:
url: "https://{{ inventory hostname }}"
database_host: "{{ groups['database'][0] }}"
data_dir: /data/ghostdata
certs_dir: /data/certs
net_name: ghostnet

tasks:
- name: Create network
docker_network:
name: "{{ net_name }}"

O6paTruTe BHMMaHMe: 3/1€Ch IIPeIIoIaraeTcsl Haauyuye rPyIbl C MMeHeM
database, KOTOpast COOEPKUT eOMHCTBEHHBIN XOCT; CLieHapuil UCIIONIb3yeT 3Ty
MHbOpMaIMIO 1)1 3alI0JTHEeHNMSI [TepeMeHHOI database_host.

Be6-cepBep: Ghost

HaM HY>kKHO HaCTpPOUTb BO3MOKHOCTH coeiuHeHnst Ghost ¢ 6a307 JaHHBIX
MySQL, a TaksKe IpeaycCMOTPETbh 3aITyCK B peXKMMe ITPOMBIIIIEHHOM SKCILTY-
aTaunun nepenaqeﬁ dmara production KOMaHe npm start. MbI TaKKe OOJIKHbBI
3aImcaTh CreHepupoBaHHbIe (Gaiiyibl XpaHWINILA B CMOHTMPOBAHHBI TOM.

BoT uacTs ciieHapusi, KOTOpasi Co34aeT KaTalor JisI XpaHeHWS JaHHBIX, Te-
HepupyeT KOHGUrypauuoHHbIi ¢aiin Ghost u3 mabmoHa 1 3amryckaeT KOH-
TeliHep, ITIOAK/II0YEHHBIN K CEeTU ghostnet (mpumep 13.11).

Mpumep 13.11. KoHTeltHep Ghost

- name: Create ghostdata directory
file:
path: "{{ data_dir }}"
state: directory
mode: '0750'

- name: Start ghost container
docker_contatner:
name: ghost
image: ghost
container_default_behavior: compatibility
network_mode: host
networks:
- name: "{{ net_name }}"
volumes:
- "{{ data_dir }}:/var/lib/ghost/content"
env:
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database__client: mysql

database__connection__host: "{{ database host }}"
database__connection__user: "{{ database user }}"
database__connection__password: "{{ database password }}"
database__connection__database: "{{ database name }}"
url: "https://{{ inventory hostname }}"

NODE_ENV: production

O6paTuTe BHMMAaHMe, UYTO HAM He IPUIILIOCh OOBSIBISITh HUKAKME CeTe-
Bble TIOPTHI, IOTOMY YTO ¢ KOHTeitHepoMm Ghost 6yneT B3auMoeiicTBOBaTh
TONBKO KOoHTeliHep NGINX.

Beb6-cepBep: NGINX

Insa xoHTeitnepa NGINX Obu1a orpefenieHa cBOSI KOH(PUTypalysi, KOTma Mbl
cosgaBanu obpas ansiblebook/nginx-ghost: OH HaCTpPOeH Ha TOAKIIOUeHNe K
ghost:2368.

Tenepb HaM HYKHO cKomupoBaTh ceptudukatsl TLS. ITocTynum Tak ke,
KakK B IIpeAbIAYIIMX ITpMMepax: CreHepupyeM CaMOoToANCaHHble cepTudu-
KaThbl (pumep 13.12).

Mpumep 13.12. KoHTertHep NGINX

- name: Create certs directory
file:
path: "{{ certs_dir }}"
state: directory
mode: '0750'

- name: Generate tls certs

command: >
openssl req -new -x509 -nodes
-out "{{ certs_dir }}/nginx.crt"
-keyout "{{ certs_dir }}/nginx.key"
-subj "/CN={{ ansible_host }}" -days 90

args:
creates: certs/nginx.crt

- name: Start nginx container
docker_contatner:
name: nginx_ghost
image: bbaassssiiee/nginx-ghost
container_default_behavior: compatibility
network_mode: "{{ net_name }}"
networks:
- name: "{{ net_name }}"
pull: true
ports:
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- "0.0.0.0:80:80"

- "0.0.0.0:443:443"
volumes:

- "{{ certs_dir }}:/certs"

Hcrnonb3yitTe camonoAcaHHbie cepTudMKaThl TOTBKO BO BpeMsl pa3pa-
60TKM BO BHYTpeHHelt ceTu. [1aHupys pa3BepThiBaHMe B TPOMBIIIIEHHOM
OKPY>KEHUMU, TIOTYUUTE CePTUDUKATHI, 3aBepEeHHbIE aBTOPU30BAHHBIM II€HT-
pomM.

YnaneHue KOHTEeMHepPOB

Ansible mpensyaraeT rmpocToi crroco6 OCTAaHOBKY U yAaJeHMUsI KOHTeiHe-
POB, KOTOPbI MOKET IMPUTOAUTHCS B ITpoLiecce pa3paboTKy U TECTUPOBAHMS
ClieHapueB pa3BepThiBaHM. B mpumMepe 13.13 mokasaH ClieHapuii, KOTOPbI
OUMIIIaeT XOCT ghost.

Mpumep 13.13. YnaneHne KoHTeMHepa

- name: Remove all Ghost containers and networks
hosts: ghost

become: true

gather_facts: false

tasks:

- name: Remove containers
docker_contatiner:
name: "{{ item }}"
state: absent
container_default_behavior: compatibility
loop:
- nginx_ghost
- ghost

- name: Remove network
docker_network:
name: ghostnet
state: absent

Mopnynb docker_container MMeeT JIOTMUYECKUI TapaMmeTp cleanup, KOTOPbIN
rapaHTUpyeT yaaJleHye KOHTeliHepa [ocjie Kaka0ro 3aIycKa.

3aknyeHue

TexHomnorust Docker sicHO MPOAEMOHCTPUPOBAJIA IMUPOTY CBOMUX BO3MOXKHO-
cTeii. B 9T0J I71aBe Mbl y3HAIM, KaK YIIPaB/ISITh 00pa3aMu, KOHTeiHepaMu 1
cetssmu Docker ¢ momMoiibio Mmopyseii Ansible.
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Ob6ecneyeHMe KayecTBa
¢ noMmouubio Molecule

st paspaboOTKM posy Hy)KHA TecToBast MHMpacTpyKkTypa. Vcronb30BaHme
OIHOPA30BbIX KOHTeHepoB Docker maeanbHO MTOAXOINT /IS TECTMPOBAHMS
C HECKOJIBKMMM OUCTPUOYTUBAMU MM Bepcusimu Linux v n36aBiisieT OT He-
00XOAVMMOCTY BBITIOJTHSITh TECTMPOBAHME Ha MalllMHAX, UCTIOb3yeMbIX JIPY-
MMM pa3paboTUMKAMMU.

Molecule - 3T0 dpertmMBopK TecTupoBaHus poneit Ansible st Python. Vc-
TTOJIb3YSI €r0, MOSKHO IMIPOBECTHM TECTUPOBAaHME Ha HECKOIBKMX IK3eMITISIpax C
pa3HBIMM OTE€PALIMOHHBIMM CUCTEMaMM U IUCTPUOYyTMBaMM. Bbl MoskeTe mc-
TT0JIb30BaTh Mapy HpeiiMBOPKOB M CTOJIBKO CIIEHAPMEB TECTUPOBAHMS, CKOJTb-
KO motpebyeTcsi. Molecule mommepskuBaeT pasanyHblie 1aTGopMbl BUPTYa-
JM3aLMK TTIOCPECTBOM IUIarMHA-ApaiiBepa. [IpaiiBep — 9T0 6ubmmoTeka ajist
Python, rmomoraroimasi yrpaB/asTh TECTOBBIMM XOCTaMM (T. €. CO3[1aBaThb U
YHUUTOXAThb UX).

Molecule crmoco6cTByeT IMOCaemoBaTeNbHON M TJITAHOMEPHOV pa3paboTke
MTPOCTBIX U ITOHSITHBIX posteii. Vicxomublii Ko Molecule 6611 oTKpBIT B 2015 rogmy,
omnyommkoBaH Ha GitHub monb3oBarenem @retrOh u B HacTosiiee BpeMs IO/ -
IePsKMBAETCST COOOIIECTBOM B paMKax nmpoekTa Ansible kommanny Red Hat.

YemaHoeka u Hacmpoliika

Molecule 3aBucut ot Bepcun Python 3.6 wim Beime u Ansible Bepcun 2.8
MM BbINIe. B 3aBMCUMOCTYM OT OMEpalyOHHONM CUCTEMbI MOXKET IOTpebo-
BaTbCSI yCTAHOBUTD AOTIOTHUTEIbHbIE TTaKeThl. Ansible He sBsIeTCS MPSIMOTA
3aBUCMMOCTDIO, @ BbI3BIBAETCSI KAK MHCTPYMEHT KOMaHIHOM CTPOKN.

VYcranoBKy Python 1 Heo6xonymMbix 3aBucumocTeit B Red Hat MOsKHO BbI-
MIOJIHUTb KOMaHI0i1:

# yum install -y gcc python3-pip python3-devel openssl-devel python3-libselinux
a B Ubuntu:

# apt install -y python3-pip libssl-dev
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I[Tocne 3TOro MOXXHO ycTaHOBUTb Molecule ¢ moMoIbIo pip. MBI peKOMeEH-
IyeM yCTaHaBAMBATh 3TOT GpeiiMBOPK B BUPTya/ibHOI cpese Python. BaskHo
msonuposaTb Molecule u ero 3aBucumoctu Python oT cucTeMHBIX ITakeTOB
Python. 3To MO)keT CIKOHOMUTH BpeMsI U CWJIbI TIPU pellieHuu mpobiem ¢
ynakoBkoii Python.

Hacmpolika dpaiieepoe e Molecule

B cocraB guctpubyTnBa Molecule BXOAUT TOJMBKO OAVH JpaiiBep: delegated.
Ectn Heobxommmo, uTo6b1 Molecule yripaBiisit 9K3eMILISIpaMy B KOHTeTHe-
pax, TMIIepBU30pax UM B 06JIaKe, TO CJIeyeT yCTAaHOBUTH COOTBETCTBYIOIIE
IJIATMHBI IpaiiBepOB U UX 3aBUCUMOCTU. HeKoTophle IJIarMHbl paiiBepoB
3aBUCST OT pyyaml>=5.1,<6.

IpaiiBepbl yCTAaHABIMBAIOTCS C TIOMOIIIBIO pip, KaK M IPyTye 3aBUCUMOCTH
Python. B Hactosiee BpeMst 3aBucuMocTy Ansible pacmpocTpaHSiOTcS B
BUJIe KOJUTEKIMIA (TTOIpoOHee 0 KOJUIEKIIMSIX PACCKAa3bIBAETCS B CAEAYIOIE
rnaBe). UTo6bI YCTAaHOBUTh HY)KHYIO KOJUIEKIIVIO, BBITIOTHUTE CIEOYIONIYIO
KOMaH/Iy:

$ ansible-galaxy collection install <umsa_komnekyuu>

Molecule MOXHO afanTUPOBATh IJIS1 UCIIOIb30BAHMS B KOHKPETHOM 00-
JJAYHOM OKPY>KeHUM, YTO MO3BOJISIET CO34aTh 3peMepHYI0 MHDPACTPYKTYPY
TeCTUPOBaHMSI.

B Ta651. 14.1 nepeunciaeHsl apaiBepsl a1 Molecule 1 X 3aBUCMMOCTH.

Ta6nuua 14.1. [Iparisepsbl gns Molecule

[naruH apaiiBepa My6nmuHoe [YacTtHoe | KoHTeli- 3aBucumocTu Konnekuus
Ap P o6nako |o6nako | Hepbl Python Ansible
. ansible_allcloud
nolecule-alicloud v ansible_alicloud_module_utils
molecule-azure v

molecule-docker

molecule-containers
molecule-podman

molecule-docker v docker community.docker
molecule-digitalocean v

molecule-ec2 v boto3

molecule-gee v Soneunity crypto
molecule-hetznercloud v

molecule-libvirt

molecule-linode

molecule-1xd v
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Mnarun apaiisepa My6nuuHoe [YacTtHoe | KoHTeli- 3aBucumocTu Konnexuuu
obnako | o6nako | Hepbl Python Ansible
molecule-openstack v openstacksdk
molecule-podman v containers.podman
molecule-vagrant python-vagrant
molecule-vmware v pyvmomi
Co3zdarue ponu Ansible

Co3paTh pojib MOXXHO KOMAaHOOJ:

$ ansible-galaxy role init my role

OHa cospact cienyoniye daityibl B KaTanore my role:

my_role/
— README .md
— defaults
L— main.ynl
— files
— handlers
L— main.ynl
— meta
L— main.ynl
— tasks
L— main.ynl
— templates
— tests
— inventory
L— test.ynl
— vars

L— main.ynl

Yrob6sl MHUIIMANMM3UPOBATh Molecule B cylecTByIei poin win mo6a-
BUTbH CLIeHapWii, BBIIIOJTHUTE KOMaHIY:

$ molecule init scenario -r <umg_posu> --driver-name docker s_name
molecule init paclIMpseT KOMaHAy ansible-galaxy role init, cO3maBas nepeBo

KaTaJIOroB /i1 POJIM C IOIOJHUTENIbHBIMU (baiilaMu [T TeCTUPOBAHUS C
nomoIibio Molecule. Criemytoriiasi KomaH1a TOMOKeT BaM 3aycTuTh Molecule:

$ molecule init role my_new role --driver-name docker

OHa co3gacT cienyroiye ¢aiiabl B KaTajore my new_role:

— README.md
— defaults
| L main.yml
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— files
— handlers
L— main.ynl
— meta
L— main.ynl
— molecule
L— default
converge.yml
molecule.yml
verify.yml
— tasks
L— main.ynl
— templates
— tests
I: inventory
test.yml
“— vars
L— main.ynl

CuyeHapuu Molecule

B mpumepe BbIllle MOKHO 3aMETUTh IOAKATAIOr ¢ uMeHeM default. OTo
nepBbIit ciieHapuit Molecule, ¢ MOMOIIBI0 KOTOPOTO MOKHO MCITOIb30BaTh
KOMaH[y molecule test JIJISI TPOBEPKM CUMHTAKCHMCA, 3aITyCKa MHCTPYMEHTOB
CTaTMUECKOTO aHaimm3a Koaa — inHTepoB (linter), 3amycka ciieHapus Ansible
C POJIbIO, TTOBTOPHOTO 3amycKa JIJIs TPOBEPKY MIAEMITOTEHTHOCTY ¥ BBITIOJ-
HEHUS IOTIOTHUTENIbHBIX ITPOBEPOK. Bce 3TO MPOUCXOOUT C UCIOIb30BAHM-
em koHTeltHepa CentOS 8 B Docker.

Cuenapum Molecule MOXXHO MCITOJIb30BaTh, HAIpUMep, KOTAa ITOHAHO0-
o6utcs nporectupoBatrb Ubuntu mim Debian. Cuenapunu Molecule MoskHO
MCITOTb30BaTh HE3ABUCHUMO JIPYT OT APYyTa CO CJIETYIOMNUM (harom:

$ molecule test -s <umq_cueHapus>

YXenaemoe cocTosiHue

Bac uacro gob6asinser cueHapuii Molecule mjist TOKaabHOTO XOCTa, KOTrIa
CO3/1aeT pOoJib, YCTAaHABIMBAIOIIYIO ITPOTpaMMHOe obecrieueHne. Mcmomb3ys
KOMaH/[Ibl molecule converge (IJ1s1 YCTAHOBKM) M molecule cleanup (IJIS1 yaaJIeHUS),
Bac MoxeT ITpoBepuUTh HYKHbIe cocTOsSTHMS. ComepskMmMoe KaTasora tasks B
POJM MOKET COIepsKaTh:

e absent.yml,
* main.yml,
o present.yml.
main.yml — 3TO IMPOCTO TOYKA BXO/A, OTKY/Ia MOKHO CChIJIAThCSI HA OTCYTCT-

BYIOII[ME€ U TIPUCYTCTBYIOIIMe (aiiyibl, B 3aBUCUMOCTY OT 3HAUEHUS Iiepe-
MEHHOIJ desired state:
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- name: "Desired state is {{ desired state }}"
include_tasks: "{{ desired_state }}.yml"

Hacrpoika cueHapues B Molecule

@aitn molecule/s name/molecule.yml otnipenensier HacTpoiiku Molecule u
IpariBepa, UCII0Jb3yeMOTO0 B ClIeHApUN.

PaccmoTpum Tpu mpumepa KOHOUTypalyii, KOTOpble MOTYT BaM IpU-
roauThCs. MMHUMMAaJIbHBIN TIpuMep (mpumep 14.1) UCoIb3yeT JTOKAJIbHYIO
manimHy (localhost) st TecTpoBaHus ¢ gpaiiBepoM delegated. Bam HY>KHO
JIUIITB YOeIUThCS B BO3MOXKHOCTM BOWTY B cucTeMy 1o SSH. [IpaiiBep delegated
MOXKHO MCIO0JIb30BaTh B TTape C CYIIeCTBYIOIIM PeeCTPOM.

Mpumep 14.1. [ipaiisep delegated

dependency:
name: galaxy
options:
role-file: requirements.yml
requirements-file: collections.yml
driver:
name: delegated
lint: |
set -e
yamllint .
ansible-lint
platforms:
- name: localhost
provisioner:
name: ansible
verifier:
name: ansible

O6patute BHMMaHue, yTo Molecule MokeT ycTaHaBIMBAThH POJIM U KOJI-
JIEKLIMM Ha 3Tarle dependency, Kak IT0OKa3aHO B mpumepe 14.1. Eciu cueHapuii
BBITIOTHSIETCS JIOKAJIbHO, TO MOKHO HAaCTPOUTH IMapaMeTphl TaK, UTOOBI UT-
HOPMPOBATh CePTUMIUKATDI, HO He TTOCTYIIaliTe TaK Ipy paboTe C ynaTeHHbI-
MM MallMHaMM C TIPMMeHeHeM COOTBETCTBYIONIMX CepTU(PUKATOB.

YnpaBneHue BUpTYyanbHbIMK MaLLIMHAMM

Molecule oTinuHO paboTaeT ¢ KOHTeiHepaMM, HO B HEKOTOPBIX CJTyyasix,
HampuMep npu pabore ¢ MamyHamyu Windows, MbI IIperIounTaeM UCIIOJb-
30BaTh BUPTYaJbHYIO MamuHy. CenyuaaucTsl 1Mo JaHHbIM, paboTarolye C
Python, yacTto ucrnonb3yioT nucreryep naketoB Conda ajs Python n gpyrue
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6ubaMoTeku. UYTo6BI ITPOTECTMPOBATH POJIb, YCTaHABIMBAIONTYI0 Miniconda
(https://oreil.ly/YUSKJ) B pas/IMUHbIX OllepPalMOHHbBIX CUCTEMAX, MOKHO CO3/aTh
cueHapuii ajist Windows ¢ otaenbHbIM daiinom molecule.yml.

B nmpumepe 14.2 ucronb3yeTcst ApaiiBep vagrant, YTOOBI 3aITyCTUTh BUPTY-
anpHyto mamnHay Windows B VirtualBox.

Mpumep 14.2. 3anyck Windows B VirtualBox ¢ nomolubto Vagrant

driver:

name: vagrant

provider:
name: virtualbox

lint: |

set -e

yamllint .

ansible-lint

platforms:

- name: WindowsServer2016
box: jborean93/WindowsServer2016
memory: 4069
cpus: 2
groups:

- windows

provisioner:

name: ansible

inventory:
host_vars:

WindowsServer2016:
ansible_user: vagrant
ansible_password: vagrant
ansible_port: 55986
ansible_host: 127.0.0.1
ansible_connection: winrm
ansible_winrm_scheme: https
ansible_winrm_server_cert_validation: ignore

verifier:
name: ansible

O6pa3s VirtualBox B aTom mpumepe 6611 co3maH [IxkopgaHom bopeanom
(Jordan Borean). OH omucas mpoIiecc co3maHusi 3TOro ob6pasa ¢ TOMOIIIBIO
Packer B cBoeMm 6510re (https://oreil.ly/(Xzzg).

YnpaBneHue KOHTeMHepaMm

Molecule MokeT co3maBaTh CeTb 17151 KOHTeliHepOB B Docker, YTo O3BOJISI-
eT OLIeHMBATh HACTPOIKM KiacTepa. YacTo B KauecTBe 6a3bl JaHHBIX, Kellla 1
6pokepa coobuieHMit ucronb3yetcst Redis — XxpaHUIuILE CTPYKTYP JaHHBIX B


https://oreil.ly/YU8KJ
https://oreil.ly/CXzzg
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MaMSITU C OTKPBITBIM MCXOAHBIM KofoM. Redis rmoamepskuBaeT Takue CTPYK-
TYpbl JaHHbBIX, KAK CTPOKM, XeIllu, CITMCKU, MHOKECTBa, OTCOPTUPOBAHHbIE
MHOKECTBa C BO3MOXXHOCTBIO 3aIlpoca AMana3oHa, pacTpoBbie M300paske-
HUSI, TUTIEPXKYPHAJIbI, TeOTPOCTPAHCTBEHHbIE MH/IEKChl U TTOTOKU JaHHBIX.
OH OTIMYHO MOIXOIUT JJISI MCITOJIb30BAHMS B MACIITAOMPYEMbIX TTPUTIOKE-
HMSX M B KauecTBe Kema s ¢pakToB Ansible. B mpumepe 14.3 nokasaHo
NpuMeHeHMe apaiiBepa docker IJisg MMuUTaluu knactepa Redis Sentinel, pa-
6oraroiero B CentOS 7 (cxema Kiactepa rokasaHa Ha puc. 14.1).

/  Docker \

~
Kouteiinep 1 Kouteiinep 2 Konreiinep 3
Cepaep Cepaep Cepsep
Redis Redis Redis
Cepaep Cepaep Cepsep
Redis Redis Redis
redis1_centos7 redisl_centos7 redis1_centos7
10.16.0.10 10.16.0.11 10.16.0.12
[ | |
\_ Cerb Docker ¢ )

Puc. 14.1. MNMpumeHeHue gparisepa docker pns umutaumm
knactepa Redis Sentinel B CentOS 7

B TakoM KJ1acTepe BBIMIOTHSETCS HECKOIBKO 9K3eMIUISIpoB Redis, Ha6m0-
JAIIMX APYT 3a APYTOM; €CIM BeayIuii 9K3eMIUISIP BBIMIET M3 CTPOS, eT0
MeCTO 3aliMeT OOMH 13 BeJOMBIX.

Mpumep 14.3. Knactep Redis ¢ Docker

dependency:
name: galaxy
driver:

name: docker

lint: |

set -e

yamllint .

ansible-lint

platforms:

- name: redisl_centos?
image: milcom/centos7-systemd
privileged: true
groups:

- redis_server
- redis_sentinel
docker_networks:
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- name: 'redis'
ipam_config:
- subnet: '10.16.0.0/24'
networks:
- name: "redis"
ipv4_address: '10.16.0.10'
- name: redis2_centos?
image: milcom/centos7-systend
privileged: true
groups:
- redis_server
- redis_sentinel
docker_networks:
- name: 'redis'
ipam_config:
- subnet: '10.16.0.0/24'
networks:
- name: "redis"
ipv4_address: '10.16.0.11"
- name: redis3_centos?
image: milcom/centos7-systemd
privileged: true
groups:
- redis_server
- redis_sentinel
docker_networks:
- name: 'redis'
ipam_config:
- subnet: '10.16.0.0/24'
networks:
- name: "redis"
ipv4_address: '10.16.0.12'
provisioner:
name: ansible
verifier:
name: ansible

Eciu BBITIOTHUTD KOMaHZY molecule converge B KaTaJore POJIM, TO MOX-
HO BOOYMIO YBUJIETh, KaK IIPOTEKaeT co3aaHue kiacrepa B Docker, a Taxke
yCTaHOBKA ¥ HACTPOJiKa MPOrpaMMHOTO obecrieueHus Redis.

KomaHOowl Molecule

Molecule - 3T0 KOMaH1a c TOAKOMaHAAMM, K&XKasi U3 KOTOPBIX PellaeT CBO0
3aJlauy B [IpoLiecce KOHTPOJIS KauecTBa. HazHaueHye Kaxk0yi MOJKOMAaH/Ibl
MIPUBOANUTCS B Tab6s. 14.2.
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Ta6bnuua 14.2. NMNogkomaHabl Molecule

Komanpa HasHaueHnue

check BbINONHUTB MPOGHBIA NPOTOH (YHUUTOXKEHWE, YCTAHOBKA 3aBUCUMOCTEN,
Co3[aHue, npeaBapuTenbHas NoAroToBKa, HACTPOKKa)

cleanup OTMeHUTL Ntobble M3MEHEHMS], BHECEHHbIE BO BHELIHWE CUCTEMBI HA 3Tanax
TECTUPOBaHMS

converge HacTpouTtb 3k3eMnnspbl (yCTaHOBKA 3aBUCUMOCTEN, CO3LaHMe,
npeaBapuTeNbHas NOArOTOBKA, HACTPOIKA)

create 3anycTuTb 3K3emMnaap

dependency YCTaHOBUTb 3aBUCMMOCTH, onpegengemMble posibko

destroy YHUUTOXMTb 3K3eMNNSp

drivers BbiBectn cnucok gpaiisepos

idempotence HaCTpOMTb 3K3eMnnap U nccnenoBatb BbiBOA, YTO6bI OLLEHWUTH UAEMMNOTEHTHOCTb

init MHuumManm3npoBaTb HOBYIO Posb UK cLueHapuii Molecule

lint BbINOMHUTB CTaTUYECKUIA aHANW3 PONU (3aBUCUMOCTH, IMHTEPDI)

list BbiBectn nHdopMaLmMio 0 COCTOSHUM 3K3EMMNAPOB

login BbInonHUTL BXOA, B 3K3eMnnsp

matrix BbiBecTM MaTpuLy LIAroB, BbINOMHAEMbIX L1151 TECTUPOBAHUS IK3EMMNSIPOB

BbinonHuTtb npeaBapuUTeNbHYO NOATOTOBKY 3K3eMNNAPOB, 4TO6bI npnuBect UX B

prepare
onpeneneHHoe HavyaabHOe COCTOsHME

reset Ouymnctutb BpeMeHHble nanku Molecule

side-effect | BbinonHWTb No6oYHbIe 3deKTbl Ha IK3eMNasgpax

syntax [poBepuTb CUHTaKCKC ponu
test BbInonHUTL MaTpuLy TecToB
verify 3anycTutb aBTOMaTMYECKOe TECTUPOBAHME IK3EMMNNSPOB

OG6BIYHO MBI HAUMHAEM C TOTO, UTO 3aITyCKaeM KOMaHIy molecule converge
HECKOJIbKO pa3, 4ToObI MpuBecTy poib Ansible B Hy>kHOe cocTostHMe. [Tof-
KOMaH/[Ia converge 3aITycKaeT cileHapuii Ansible converge.yml, co3maHHbIi
KOMaH/I0¥ molecule init. ECyiv 1151 posvt MMeIOTCSs TpeABapuUTeIbHbIE YCIOBMS,
HaIpumep 3aITyCK NepBOii APYTOVi POJIN, TO MMEET CMbICJI CO3/1aTh ClIeHAPUI
Ansible prepare.yml, aT06bI COKOHOMUTH BpeMsI Ha aTarie pa3paboTku. IIpu
MCIIONb30BaHUM ApaiiBepa delegated co3pmaiiTe ciieHapuit Ansible cleanup.
yml. BpI3BaTh 3TU JOMOJHUTEIbHbIE clleHapuy Ansible MOKHO KOMaHIaMMU
molecule prepare M molecule cleanup COOTBETCTBEHHO.

Cmamuyeckuii aHanus

CraTuueckuii aHain3 (JIMHTUHT) OCYIIECTB/SIETCSI MpPOTpaMMaMu-JIVH-
Tepamu. OHM aHAIU3UPYIOT KO, CIleHapusl Ha HajJuuue MOTEeHIMaIbHbIX
ommnboK, He 3amyckasi ero. @aitbl Ansible MOKHO aHa/IM3UPOBATh HAa He-
CKOJIbKMX YPOBHAX: KOMaHJa ansible-playbook MeeT rapameTp - -syntax-check,
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TaKke MMeITCS Ipyrue IporpaMMbl, IpoBepsioiiyve dopmaTpoBaHue
YAML, nnpuMeHeHMe TepeaoBbIxX MpueMoB 1 opopMieHne Koga. Molecule
MOKeT 3aITyCTUTDb BCe 3TU JIMHTEPhI OHOBpeMeHHO. Eciu Bbl 3aHMMaeTeCh
MPOBEpPKOI KayecTBa Koja, TO BaM OIpele/IeHHO TIPUTOASTCS Cieaylolye
HaCTPOVIKY A1 molecule lint:
lint: |

set -e

yanllint .

ansible-lint

ansible-later

yamllint

yamllint TipoBepsieT ¢aiiibi YAML (https://oreilly/2rhid) He TOMbKO Ha Ipa-
BWIbHOCTh CMHTAKCYCA, HO M Ha CTPAHHOCTH, TaKMe KaK MOBTOPHO MCIIOJIb-
3yeMble KUY ¥ HEKOTOPbIe KOCMeTHYeCcKye IpobaeMbl, TaKue Kak JaMHa
CTPOK, HaJIMuie KOHEUHBIX ITPOOEIOB, OTCTYIIBI U T. /. yamllint TOMOTAeT CO3-
naBaThb ¢aitibl YAML odopmieHHble enMHO0Opa3HO, YTO OYEHb ITOJIE3HO,
KOT/Ia BbI ITepeiaeTe CBOVi Ko ApyrumM. O6BIYHO MbI CO30a€eM JJISI 3TOTO JIMH-
Tepa KOHGUTYpauMoHHbI daiin ¢ umeHeMm .yamllint (mpumep 14.4).

Mpumep 14.4. KoHpurypaumoHHbin darn .yamllint

extends: default
rules:
braces:
max-spaces-inside: 1
level: error
document-start: enable
document-end: enable
key-duplicates: enable
line-length: disable
new-line-at-end-of-file: enable
new-1lines:
type: unix
trailing-spaces: enable
truthy: enable

Bpl MOkeTe BKIIIOUUTh WJIM OTKIUYUTD 3TU NpaBwia. Mbel peKoMeHayem
MPUAEPKMUBATHCS XOTSI ObI HACTPOEK yamllint IT0 YMOTUYAHMIO.

ansible-lint

JIuaTep ansible-lint 6611 co3maH Yusuiom Tem3om (Will Thames) kak nH-
CTPYMEHT CTaTMueckoro aHanm3a g Ansible. OH mpoBepsieT clleHapuu


https://oreil.ly/2rhid
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Ansible Ha BO3MOXXHOCTB UX yIy4IllleHNsI. B cBoeit paboTe OH UCIIOIb3YeT Ka-
Tasor ¢ rpasuiamu (https://oreil.ly/WtN09), peaiMu30BaHHBIMU B BUEe CLl€HAPU-
eB Ha Python. [1pu xkenaHum Bbl MOXXeTe CO3aTh AOTIOTHUTENbHBIN KaTajior
CO CBOMMM TIpaBWIaMM, €C/TU MIOHAI00UTCS TPOBEPUTb KaKOe-TO KOHKpPEeT-
HOe [0BeJleHNe.

3arryck rpoBepku ciieHapust Ansible mpou3BoanTCs KOMaH/I0V ansible-lint
c uMeHeM (aitna ciieHapus B aprymeHTe. Hammpumep, 4To6bI 3aITyCTUTD aHA-
nu3 nipumepa 14.5, BBIOTHUTE KOMaHAY:

$ ansible-lint lintme.yml

Mpumep 14.5. lintmeyml

- name: Run ansible-lint with the roles
hosts: all
gather_facts: true
become: yes
roles:
- ssh
- miniconda
- redis

ITocse 3amycKa ansible-lint c mpumepom 14.5 oHa BbIBeIET C/IeaYIOINIe CO-
o0IIeHms:

WARNING Listing 3 violation(s) that are fatal
yaml: truthy value should be one of [false, true] (yaml[truthy])
lintme.yml:6

yanl: missing document end "..." (yaml[document-end])
lintme.yml:14

yaml: too many blank lines (3> 0) (yaml[empty-lines])
lintme.yml:14

You can skip specific rules by adding them to your configuration file:
# .config/ansible-lint.yml
skip_list:

- yaml # Violations reported by yamllint.

Finished with 3 failure(s), © warning(s) on 22 files.

OGBIYHO KeJIaTeIbHO Cpa3y ke MCIIPaB/IsATh Bce 0OHAPYKeHHbIE MTpobIie-
MbI: 3TO YIPOCTUT MOAEPsKKy Bauiero kojaa Ansible!. JIuHTep ansible-lint
noaaepskuBaeTcs coobiiectBom Ansible Ha GitHub.

! Kak BapMaHT, MOKHO COXpaHMTb skip_list: B daiine ¢ umenem .ansible-lint.


https://oreil.ly/WtN09
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ansible-later

ansible-later — ellle OOMH MHCTPYMEHT [JIsI IIPOBEPKU pOJieil U CLeHapu-
eB Ansible. OcHOBOJI [JIs1 HErO MOCTYXWI APYTOii MPOEKT (3a6POIIeHHbI)
Yunna Tem3sa (Will Thames) — ansible-review. Camasi mpumMeyvaTenbHasi 0CO-
6eHHOCTb 3TOTO MHCTPYMEHTA — OH ITOMOTaeT 06ecreYnThb COOM0IeHEe pe-
KoMeHpaiuii o oopmaeHnio Koga (https://oreilly/Yq7nq). CiiemoBaHue 3TUM
peKoOMeHIaIMsIM ITOMOXKeT cenaTh poiau Ansible 6osee MOHSATHBIMU IJIST
BCeX, KTO Oy[IeT COMPOBOKIATh BAIl KO, ¥ COKPATUTh BPEMS YCTPaHEHMS
Her1o/aa0K. ansible-later MOXeT OOTIIOJHATH yamllint U ansible-lint, ecsiv Ha-
CTPOUTH COBMECTUMOCTb B (haiine .later.yml B KaTajore BepxXHero ypoBHS
(mpumep 14.6).

Mpumep 14.6. KoHdurypaumoHHbiit darin ans ansible-later (.lateryml)

ansible:
# NobasbTe MMeHa cBoux mogynei Ansible, koTopbie Bbl UCMO/b3YeETE.
custom_modules: []
# CMCOK Normyeckux auTepanos, coBMecTumbix ¢ yamllint (ANSIBLEQO14)
literal-bools:
- "true"
- "false"

Bepugukamopei

BepudukaTopbl — 3TO MHCTPYMEHTHI, TIOMOTAIOIIVEe TOATBEPAUTD YCIIEITHOEe
BBITIOJTHEHME POJIN B ciieHapuy Ansible. MbI 3HaeM, 4To Bce Momyiu Ansible
TIIATeIbHO MTPOTECTUPOBAHBI, TEM HE MEHee Pe3y/IbTaT BBITIOTHEHMS PO He
rapaHTupyeTcs. Xopoliel MpakKTUKOV CUMTAETCSI aBTOMATU3al sl TECTUPOBA-
HUS [IJIS1 TIOATBEpPsKAeHMs pesyibraTa. st Molecule mocTymHbl Tpu Bepudm-
Kartopa.

Ansible
"BepudukaTop 1o yMOIUYaHUIO.
Goss

CropoHHMit BepuduKkaTop, OCHOBaHHBIN Ha crieruduranmusax YAML.

TestInfra
®peiiMmBOpK TecTupoBaHus A Python
Bepudwnkatopsr Goss u TestInfra mcronb3yior ¢daiiyibl 13 momKarasora

tests cueHapust Molecule, test default.yaml nnst Goss u test_default.py nnst
TestInfra.


https://oreil.ly/Yq7nq
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Ansible

II151 MpOBEepKYM Pe3ynbTaTOB LIATOB converge U idempotence MOSKHO HANMUCATh
cieHapuii Ansible c umenem verify.yml, npumeHsonuii moxyau Ansible, Ta-
KMe Kak wait_for, package_facts, service_facts, uri 1 assert. 3ayCTUTb MPOBEPKY
MO>KHO KOMAaH/IO¥:

$ molecule verify

Goss

Jlerko ¥ GBICTPO BBITMIOJHUTH MTPOBEPKY CepBepa MOXKHO C TMOMOIIbIO
Goss — mporpamMmMbl Ha ocHOBe YAML (https://oreil.ly/QTJ4H), OITy6/1MKOBaHHOT
Axmenom Onbcabbaxu (Ahmed Elsabbahy). Uto6s! yBUaeTh, 4TO MOXKHO
MIPOBEePUTH ¢ TomoIIbio Goss, paccmoTrpum daiin test sshd.yml B mpume-
pe 14.7. OH mpoBepsieT, 3amylieHa Jau caysk6a SSH, 3amyckaeTcst in OHa
rocJie repesarpy3ku, npocayumuBaeT gy oHa TCP-mmopt 22, Hanuumue K-
yeil XxocTa U T. 1.

Mpumep 14.7. Goss-daiin ons nposepku SSH-cepeepa

file:
[etc/ssh/ssh_host_ed25519 key.pub:
exists: true
mode: '0644'
owner: root
group: root
filetype: file
contains:
- 'ssh-ed25519 '
port:
tcp:22:
listening: true
ip:
- 0.0.0.0
service:
sshd:
enabled: true
running: true
user:
sshd:
exists: true
uid: 74
gid: 74
groups:
- sshd


https://oreil.ly/QTJ4H
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home: /var/empty/sshd
shell: /sbin/nologin
group:
sshd:
exists: true
process:
sshd:
running: true

Eciu 3anyctute Goss 1 riepenaTth 3TOT daiis IS TPOBEPKY HaCTPOEK cep-
Bepa, TO BbI MOyUMTE IIPUMEPHO TaKOVi BBIBOJ;:

$ Jusr/local/bin/goss -g /tmp/molecule/goss/test_sshd.yml v -f tap

1..18

ok 1 - Group: sshd: exists: matches expectation: [true]

ok 2 - File: /etc/ssh/ssh_host_ed25519 key.pub: exists: matches expectation:
[true]

ok 3 - File: [etc/ssh/ssh_host_ed25519_key.pub: mode: matches expectation:
[ll0644ll]

ok 4 - File: [etc/ssh/ssh_host_ed25519_key.pub: owner: matches expectation:
[llrootll]

ok 5 - File: [etc/ssh/ssh_host_ed25519_key.pub: group: matches expectation:
[llrootll]

ok 6 - File: [etc/ssh/ssh_host_ed25519_key.pub: filetype: matches expectation:
["file"]

ok 7 - File: [etc/ssh/ssh_host_ed25519_key.pub: contains: all expectations found:
[ssh-ed25519 ]

ok 8 - Process: sshd: running: matches expectation: [true]

ok 9 - User: sshd: exists: matches expectation: [true]

ok 10 - User: sshd: uid: matches expectation: [74]

ok 11 - User: sshd: gid: matches expectation: [74]

ok 12 - User: sshd: home: matches expectation: ["/var/empty/sshd"]

ok 13 - User: sshd: groups: matches expectation: [["sshd"]]

ok 14 - User: sshd: shell: matches expectation: ["/sbin/nologin"]

ok 15 - Port: tcp:22: listening: matches expectation: [true]

ok 16 - Port: tcp:22: ip: matches expectation: [["0.0.0.0"]]

ok 17 - Service: sshd: enabled: matches expectation: [true]

ok 18 - Service: sshd: running: matches expectation: [true]

Yrtob6s1 MHTErpMpoBaTh Goss ¢ Molecule, yctaHoBUTE molecule-goss C TOMO-
IIBIO pip M CO3TAliTe CLleHAPUIA:
$ molecule init scenario -r ssh \

--driver-name docker \
--verifier-name goss goss

Cosparite daiibpl YAML nns Goss B monkaTtasiore molecule/goss/tests/ Ba-
meit poau. ITO OAVH U3 CaMbIX ObICTPBIX U 3Gh(EKTUBHBIX CITOCOOOB BHE-
IPUTh aBTOMATU3MPOBAHHOE TECTUPOBAHME B OTIePaIV.
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Testinfra

[Ipy HaMMYUYM MOMOTHUTENbHBIX TPeOOBaHMIA IJIST HYXK, TeCTUPOBAHMUS
MOSKHO C yCITeXOM MCI0/Ib30BaTh peiiMBOpKy Ha Python. TestInfra mosBo-
JiSeT TucaTh MOAY/IbHbIe TecThl Ha Python u mpoBepsiTh dhakTuyeckoe co-
CTOSIHME CepBepoB, CKOHMOUTYpPMPOBaHHBIX ¢ MToMoIbio Ansible. TestInfra
cTpemMutcsi ctaTh Python-skBuBasieHTom dpeiiMBopka ServerSpec Ha OCHO-
Be Ruby, 1Mpoko 1Cmoib3yemMoro JIJisi TeCTMPOBaHMS CUCTEM, YIIPaBJIsieMbIX
¢ nomo1ibio Puppet.

YTo06bI MCITONMB30BaTh GpeiiMmBopK TestInfra B KauecTBe BepudukaTopa,
CHayvajia yCTaHOBUTE €ero:

$ pip install pytest-testinfra

U cO3daliTe ClieHapuii:

$ molecule init scenario -r ssh \
--driver-name docker \
--verifier-name testinfra testinfra

Yro6bl onpenennTh Habop TecToB TestInfra oist cepBepa SSH, cosmaiiTe
daiin ¢ umenem molecule/testinfra/tests/test default.py v mob6aBbTe B HEro
Kon 13 npumepa 14.8. ITocine ummnopra 6ubnanoTek oH Bbi3biBaeT Molecule,
YTOOBI ITOYUYMUTh CIIMCOK XOCTOB M3 peecTpa B IIepeMeHHYIO testinfra_hosts.

KaxIplit XOCT B 9TOM CIIMCKe IPOBEPSIeTCS Ha Hajauuue IakeTa openssh-
server, CJTYKOBI sshd, daiisa ¢ KirouoM xocta ed25519, a Takke COOTBETCTBY-
IOLIEero M0JIb30BATES U TPYIIIIbL.

Mpumep 14.8. ®ann TestInfra ons Tectuposanusa SSH-cepsepa

import os
import testinfra.utils.ansible_runner

testinfra_hosts = testinfra.utils.ansible_runner.AnsibleRunner(
0s.environ[ "MOLECULE_INVENTORY FILE"]
).get_hosts("all")

def test_sshd_is_installed(host):
sshd = host.package("openssh-server")
assert sshd.is_installed

def test_sshd_running_and_enabled(host):
sshd = host.service("sshd")
assert sshd.is_running
assert sshd.is_enabled

def test_sshd_config_file(host):
sshd_config = host.file("/etc/ssh/ssh_host_ed25519 key.pub")
assert sshd_config.contains("ssh-ed25519 ")
assert sshd_config.user == "root"
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assert sshd_config.group == "root"
assert sshd_config.mode == 00644

def test_ssh_user(host):
assert host.user("sshd").exists

def test_ssh_group(host):
assert host.group("ssh").exists

HeTpynHo npeAcTaBUTh, KaKiMe IIMPOKME BO3MOKHOCTM ITPOBEPKY cepBe-
POB OTKpbIBaeT roaaepskka Python. [ljist skoHomuu Bpemenn u cui TestInfra
Mpe/JiaraeT TakKe TOTOBbIE TeCThI IJIs1 TUITMYHBIX CJTyUaesB.

3aknyeHue

Eciu BbI aKTUBHO McIionb3yeTte Ansible, To Molecule craHeT OT/IMYHBIM J10-
MOJIHEHMEM K BallleMy Hab0py MHCTPYMEHTOB. DTOT GpeiiMBOPK IIOMOTaeT
paspabaThIBaTh COIVIACOBAHHBIE, XOPOIIO 0(OPMJIEHHBIE, IETKO UMTaeMble
U TIOHSITHBIE POJIN.



rasa 1. D

Konnekuum

Konnexyuu — ato opmat pacnpocrpaHeHust KoHTeHTa Ansible. Tunmunas
KOJUTEKIIMSI COMEPKUT HAOOp CBSI3aHHBIX BapMAHTOB MCIOIb30BaHMs. Ha-
TpuMep, KOJJIEKIIMS CiSCO.i0s aBTOMaTU3UPYeT yIlpaBjeHe YCTPOoiicTBaMu
Cisco i0S. Konnekuum koHTeHTa Ansible (Ansible Content Collections), ko-
TOpbIe MbI OyeM Ha3bIBaTh MPOCTO KOJUIEKIMSIMM IO KOHIIA IJIaBbl, — 3TO
HOBBI CTAaHAAPT aBTOMATHU3AIINM PACIIPOCTPAHEHMS, 0OCTY;KMBaHMUS U T10-
TpebneHus. KouteKuyy MOKHO paccMaTpuBaTh Kak GopMar MakeTOB JJIst
KoHTeHTa Ansible. KomOMHMPYST HECKOIBKO TUIIOB KOHTeHTa Ansible (ciie-
Hapuu, poyiv, MOIYJIU U TIJIarMHbI), KOJUIEKIMM 3HAUUTEIbHO MOBBIIIAIOT
I'MOKOCTh ¥ MaCIITaOUPyeMOCTb.

TpaAuLIMOHHO CO3MaTeasIM MOyJel MPUXOAUIOCh KOATh, ITOKa UX MO-
oyau 6yIyT BKIIOUEHBI B OUepeqHoIi BeIMycK Ansible, man ke ;o6aBIsITh UX
B POJIU, UTO YCJIOKHSIJIO ITOTpebieHe 1 yrpasjeHne. Terepsb, KOraa MpoekT
Ansible otgenun BeinoaHsgeMble daiiabl Ansible oT 60bIieli YacTy KOHTEeH-
Ta, HOBbIe Bepcuy Ansible MOT'yT BbIXOAUTD Yallle ¥ He3aBUCUMO OT BbIITY-
CKOB KOJIJIEKIIMIA.

OtnpaBka moxyneit B Ansible Collections BMecTe ¢ posisiMyu U TOKYMeH-
Talyei ycTpaHser 6apbep ISl BXOAa, O6jaromaps 4yeMy CO3[aTeu MOTYT
BBIMTYCKATh CBOM KOJIIEKIIMY 10 Mepe MOSIBJIeHUsI CIIpoca Ha HUX U, COOT-
BETCTBEHHO, pPa3BepThIBATh ¥ aBTOMATU3MPOBATh HOBble QYHKIIUU IJISI CY-
IIeCTBYIOIINX VIV HOBBIX TTIPOAYKTOB M YCIYT HE3aBUCUMO OT BbIXO/1a HOBBIX
Bepcuii Ansible.

Co3maThb KOJIJIEKIIMIO U OITy6/InKoBaTh ee B Ansible Galaxy min B yacTHOM
ak3eMIuisipe Automation Hub moskeT 106077 skematoriuii. [TaprHepsl Red Hat
MOTYT ITy6IMKOBaTh CepTU(UIIMPOBAaHHbIE KOJJIEKIIMY B pero3uTopun Red
Hat Automation Hub, sBnstomemcst yactbio matdopmbsl Red Hat Ansible
Automation Platform, ¢ BbIX0JOM HOBO#1 BepCUM KOTOPOJ KOJIIEKIIUM KOH-
TeHTa Ansible cTaHOBSITCSI TOJIHOCTBIO TTOAAEPKMBA€MbIMMU.

YcmaHoeka konnekyut

Konnexkuuy MOXXHO MOJMy4UTh Ha Beb-caiiTe Ansible Galaxy u ¢ moMoIibio
KOMaH/bI ansible-galaxy. [To yMo/4aHMIO KOMaHAA ansible-galaxy collection



YctaHoBKa Konnekumin - < 307

install TbITAeTCSl YCTAaHOBUTH KOJUIEKIIMU C caiiTa https://galaxy.ansible.
Com, HO POJIU ¥ KOJUTEKIIMM TaKKe MOXKHO XpPaHUTh B YACTHBIX PEMO3UTO-
pusix Git:

$ ansible-galaxy collection install moe_npocmparcmso_umen.Mos_koanekyus

‘-IMCTocepp.eque npu3HaHue

[o cux nop ans npoctoTbl bac ncnonb3oBan MMeHa Moaynen, cocTosawme m3
O[lHOTO cnoBa U 6e3 yyeTa MPOCTPAHCTB UMeH. MpocTpaHCcTBa MMEH MoMora-
0T pa3NuuaTh BAALENbLEB U UX KONEKUMK. B cueHapusx nyywe ncnonb3oBatb
noJsiHble UMeHA KoJ1IeKyull, NOTOMY YTO B TaKOM C/ly4yae MMeHa MOAYNeN CTaHo-
BATCS AOCTAaTOYHO KOHKPETHbIMM, YTOObI MX MOXHO ObILIO HaWTU (NonpobyinTe
nouckaTb B Google no umeHun «group» BMecTo «ansible.builtin.group»).

BmecTo ncnonb3oBaHums NpoCcTOro UMeHN Moayns, HanpuMep:

- name: create group members
group:
name: members

Mbl UCMOJb3YEM MOJIHOE UMS B BUIIE NpOCMPAHCMBO_UMEH . UMS_KOASIeKYUU . UMS_MOOY/IS:

- name: create group members
ansible.builtin.group:
name: members

[ns ansible.builtin 3TO MOXET NOKA3aTbCS U3AMULIHUM, HO NPU UCMONb30BAHUM
LPYrux KOAneKumuin oveHb BXKHO n3beratb KOHPAMKTOB UMEH.

KntoueBoe cioBo collections MO3BONSET ONPEnENUTb CMMCOK KONMIEKLMHMA, B KO-
TOPbIX POSib UAW CLEHAPUIA LOMKHbI MCKATb KPAaTKMe MMEHA Moaynen u nei-
CTBWIA. B TakoM cnyyae MOXHO MCMONb30BaTb K/OYEBOE CNOBO collections, @
3aTeM 06palaTbCs K MOAYNAM U MAArMHAM AEMCTBUI MO X KPAaTKMM MMEHaM:

# myrole/meta/main.yml
collections:
- my_namespace.first_collection:version

Konnekumm MOXHO yCTaHaBAMBATbL B MMEOLLYHOCS YCTAaHOBKY Ansible u nepeo-
npefnensTb BCTPOEHHbIE KONNEeKLUUKN YCTaHABIMBAEMbIMI BaMU BEPCUSIMMU.

KomaHpe ansible-galaxy Takske MOSKHO Iiepenats (aiin requirements.yml
CO CIIMCKOM PEKOMEHAYeMbIX KOJIJIEKLIVIT U pOJieli, CBSI3aHHbBIX ¢ 6e30rac-
HOCTbIO:

$ ansible-galaxy install -r requirements.yml

[To yMOTYaHUIO KOJUIEKIIVY YCTAHABIVBAIOTCS <IJI00aIbHO» B ITOIKATAIOT
B BallleM JIOMAIllHEM KaTajiore:

$HOME/.ansible/collections/ansible_collections
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Eciu BbI permTe yCTaHaBIMBATh KOJUIEKIIMY B IPYTOi KaTajior, HaCTpoiiTe
ero B mapamertpe collections_paths B Gaiise ansible.cfg. Katasnor collections B mar-
Ke ¢ playbook.yml — ogHO 13 HambosIee yIOOHbBIX MECT B CTPYKTYpPE ITPOEKTa.

Bripumepe 15.1 mokasaHo, Kak BRIIJISAUT comepskuMoe paiiia requirements.
yml. B HeM ompezieieHo Ba CITMCKA: JIJIsT POJieii M KOJIEKIINIA.

Npumep 15.1. requirements.yml
roles:
- src: leonallen22.ansible_role_keybase
name: keybase
- src: https://github.com/dockpack/base tailscale.git
name: tailscale
collections:
- check_point.gaia
- check_point.mgmt
- cyberark.conjur
- cyberark.pas
- fortinet.fortios
- ibm.isam
- junipernetworks.junos
- paloaltonetworks.panos

Bbi600 cnucka kKonnekyuli

[TepBoe, UTO HYXHO CAENaTh MOCAe YCTAaHOBKM KOJUIEKLUI, — TOCMOTPETb,
KaKye KOJUIeKIMM YCTaHOBJIEHbI OT/Ie/IbHO, a Kakue BMecTe ¢ Ansible:

$ ansible-galaxy collection list

BblI Mmony4yuTe COMCOK, copepykamiuii 6omee coTHM 3ammceit, — B Ansible
«baTapeiiky MOCTaBJSIOTCS B KOMIUIEKTE». YTOOBI TTOTYYUTD CITMCOK MOAY-
JIeii, BK/IIOUEHHBIX B KOJIJIEKI[MIO, BBITTOJIHUTE

$ ansible-doc -1 npocmpaxcmso_umeH . uma_koanekyuu

Komnekinuu Ansible pacimmmpsiror Baimm BO3MOXKHOCTH. UTOOBI He ITyTaThCSI
B MHOT000Opa3ny KOJIJIEKI[MIA, yCTAHOBUTE TOJIbKO ansible-core M KOJJIEKIINM,
KOTOpbI€e AeICTBUTEILHO HEOOXOIVIMBI.

Ucnonv3osarue Konnekyuii e cueHapusix

Konnekuyuy MOTYT BKIIOUATh CI€HapUM, POJIM, MOIYIU U IUIaruHbL. Ecin
BbI JCIIO/Ib3yeTe MOMIY/IM M3 YCTaHABIMBAeMbIX BaMM KOJIEKLIVIA, TO MMe-
€T CMbBICJI MCITOJIb30BaTh B CIIEHApUSIX ITOJIHbIE MMeHa MOJIYJIeii: Hampu-
Mep, BMECTO KPaTKOT'O MMEHM MOIYJIS file TyUIIIEe MCITOJIb30BATh IOJTHOE MMSI
ansible.builtin.file. KpoMe TOTO, MCIIO/B3YsI CTOPOHHME KOJJIEKIVM, T06AB-
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NSIiiTe KJII0UeBOe CI0BO collections B HAYaIO ClieHApUS U OOBSIBIISIITE B HEM
MpuMeHsieMble KoJuieKiuu (mpumep 15.2).

Mpumep 15.2. O6baBNEHNE KONNEKLUMIA, UCMONBb3YEMbIX B CLLEEHAPUM

- name: Collections playbook
hosts: all
collections:

- our_namespace.her_collection
tasks:

- name: Using her module from her collection

her_module:
optionl: value

name: Using her role from her collection
import_role:
name: her_role

- name: Using lookup and filter plug-ins from her collection
debug:
msg: '{{ lookup("her_lookup", "param1") | her_filter }}'

name: Create directory
become: true
become_user: root
ansible.builtin.file:
path: /etc/my_software
state: directory
mode: '0755'

Kosexuyy Mo3BOJISIOT paciupsTh «sI3bIK» Ansible «HOBBIMM CIIOBaMI»,
¥ MbI MOXKEM 3aITyCKaTh ansible-core TOJIBKO C KOJIIEKIMSIMU, KOTOPbIE Jieii-
CTBUTEJIbHO HY)KHBI.

Paspabomka Konnekuyuii

Konnexkumu MMeroT NpoCTyIo NpefcKkasyeMyro CTPYKTYPY. YTUIUTA KOMaH[ -
HOJ CTPOKM ansible-galaxy IOAAep>KMBAET yIpaB/eHMe KOJUIEKUMSIMMU, Ipe-
IOCTaBJIsIST OOMBIIYIO YaCTh TeX ke BO3MOXXHOCTe, UTO Bcerja MCI0/Ib30-
BaJIMCh [IJIST yIIpaBjaeHus ponsiMu. Hampumep, ansible-galaxy collection init
C03/1aCT 3arOTOBKY HOBOJI IM0JIb30BaTE/IbCKO KOJIJIEKIINN :

$ ansible-galaxy collection init a_namespace.the_bundle

Eci mormpo6oBaTh co31aTh KO/UIEKIIMIO C MMEeHEeM the_bundle B IIpOCTpaH-
CTBe MMEeH ansiblebook, TO KOMaH/Ia CO3aCT CleyIollee JepeBo KaTaloroB:
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ansiblebook/

L— the_bundle
|— README.nd
— docs
— galaxy.ynl
— plugins
| L— README.nd
— roles

MeTamaHHble KOJIEKIIMM, YTO XpaHATCa B daite galaxy.yml (ripu-
Mep 15.3), BKIIOYAIOT CChIIKM HA PEITO3UTOPUIA, JOKYMEHTAIMIO U CPEICTBO
oTCaAeXXUBaHMS TpobieM. [TapameTp tags MCIIOMb3yeTCs AJIs TTOMCKa B https://
galaxy.ansible.com, a mapamMeTp build_ignore — mjist buibTpauuu daiaos u3
apredaxra.

Mpumep 15.3. galaxyyml

namespace: community
name: postgresql
version: 2.1.3
readme: README.md
authors:
- Ansible PostgreSQL community
description: null
license_file: COPYING
tags:
- database
- postgres
- postgresql
repository: https://github.com/ansible-collections/community.postgresql
documentation: https://docs.ansible.com/ansible/latest/collections/community/
postgresql
homepage: https://github.com/ansible-collections/community.postgresql
issues: https://github.com/ansible-collections/community.postgresql/issues
build_ignore:
- .gitignore
- changelogs/.plugin-cache.yaml
- '* tar.gz'

[Tonuyto nHGOpMaIMIO O TPeOGOBAHMSIX U MIPOLIeCcce PaCIPpOCTPAHEHUS BbI
HajileTe B PYKOBOACTBe pa3pabOTuMKa IO PacrpoCTPaHEHUIO KOJIIEKIINiA
(https://oreil.ly/z008v).

YT06bI IEpeIaTh CBOKO KOJUIEKIMIO B 00IIee MOJIb30BaHNe, ee MOKHO OITy-
671MKOBaTh HA OJTHOM WJIM HEeCKOJIbKUX cepBepax paclipoCTpaHeHNs, BKITIO-
yas Ansible Galaxy, Red Hat Automation Hub (mss cepTuduiimpoBaHHbIX
naptHepoB Red Hat) u yacTHbIit Automation Hub (cMm. raBy 23).


https://oreil.ly/zo08v
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Komiekiuy pacnpocTpaHsSIIOTCS B BUe apXUBOB, @ HE B BUE MCXOLHOIO
Koja, Kak ponu B Ansible Galaxy (https://galaxy.ansible.com/). [IJisI JOKaJIbHOT'O UC-
T0JIb30BaHMSI OTVIMYHO TTOAXOIUT GOpMAT tag.gZ. ApXuB C KOJIEKIIME MOXK-
HO CO3JaTh TAKOV KOMaH/IOI:

$ ansible-galaxy collection build

st YBEPEHHOCTU HpOTeCTMPYﬁTe YCTaHOBKY JIOK&JIbBHO:

$ ansible-galaxy collection install \
a_namespace-the_bundle-1.0.0.tar.gz \
-p ./collections

[Tocie 3TOro MOKHO OITYyOIMKOBATh KOJIIEKIIMIO:

$ ansible-galaxy collection publish path/to/a_namespace-the bundle-1.0.0.tar.qz

3aknyeHue

Kosekuyu craam G0MbIIMM LIAarOM BIepen B pa3sBUTHUM mpoekTa Ansible.
[IpencraBienne mpoekrta Ansible ¢ «6aTapeiikamu B KOMIIJIEKTE» CO Bpe-
MeHEeM OKa3aJIoCh MaJIOIPUTOAHBIM IJisi COITPOBOKAEHMS ThICSTYaMM pas-
paboTuMKOB. MBI cUuMTaeM, UYTO HaIMUMe HaAJIeXKalluX IPOCTPAHCTB MMeH
" paszeneHus 06s13aHHOCTEI, yuacTie IOCTaBIIMKOB B 9KocucTeMe Red Hat
1 cBOOOMA MHHOBAIMII BEPHYT JOBepue Iob3oBaTesneil K Ansible B mene
aBTOMATU3aLMM TTOAAEPKKY KPUTUUECKM BasKHBIX CucTeM. iMest BO3MOK-
HOCTb YBEPEHHO YIIPaBJISATh CBOMMM 3aBUCUMOCTSIMM — KOJUIEKI[USIMMU, PO-
asMu 1 6ubnnorekamu Python, — BbI cMoskeTe yBepeHHO aBTOMAaTU3MPO-
BaTh CBOM ITPOIECCHI aAMUHUCTPUPOBAHMS.


https://galaxy.ansible.com/
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Co3paHue obpasos

Co30aHue 06paszoe ¢ nomowbto Packer

Packer — 3T0 MHCTpyMeHT, ITOMOTAIOIINIi CO34aBaTh 00pa3bl MaIllMH JJIsS
pasHbIX aT@opm u3 omgHOro uctouHmka. C momoibio Packer MoskHO €03-
IaBaTh KaK 06pa3bl BUPTYaAJIbHBIX MAIIMH, TaK 1 00pa3bl KOHTETHEPOB.

Dockerfile mmo3BossieT ynmakoBaTh IPUIOKEHME B €IMHBI 00pa3, KOTOPBIi
MOSKHO pa3BepHYTb B pa3IMUHbBIX OKPYKeHUSIX (HO TOTbKO Ha KOHTeiHepHO
atdopme), mosTomy rmpoekt Docker ucronb3yeT Metadhopy TpaHCIIOPTU-
pOBOUYHOrO KOHTeliHepa. Ero ymaneHHsbiit API yripoijaer aBToMaTu3anuio
MPOrpaMMHBIX CHCTeM, paboTalomnux mosepx Docker, HO Ba)KHO TOMHUTBD O
npo6ieMax 6e301acHOCT Takoro API.

CragpaptHbiii ¢dain Dockerfile oTnmuHo mmogxomuTt Ayt CO3HAaHUS IIPO-
CTBIX 00pa30B KOHTeTHepoB. OMHAKO IIPU CO3IaHNUM O6oee CJIOKHBIX 06pa-
30B HAUMHAET OCTPO OIIYIIAThCSI HEXBAaTKa BO3MOskHOCTei Ansible. K cuac-
ThIO, clieHapuu Ansible MOXHO MCITOMb30BaTh Kak Cpedcmeo nodzomosku
ommcaHmit 06pa3oB mist HashiCorp Packer (https://oreilly/Fktch) v 136aBUTBHCS
OT JIMIIIHUX CJTIOKHOCTE.

Pa6oune 1po1recchl, OMUCaHHbIE B 3TO¥ I71aBe, MOTYT IMPUTOAUTHCS, €CIIN
BBl pelInTe OTIOKUTH BHIOOP MecTa M CItocoba 3aIlycka BalllnX IPUJIONKe-
HMIA, IOTOMY UTO Ha OCHOBE eMHCTBEHHOTO MCTOUHMKA MOXHO CO3/1aBaTh
00pasbl IS pa3HbIX 00JIaUHBIX MTPOBANiIEPOB ¥ KOHTEMHEPHBIX IJIATGOPM.
Kpome Toro, BbI CMOKeTe COKPATUTh PACXO/Ibl Ha OOGIaUHbIe BHIUYMCIEHMS 3a
cYeT KOMOMHMPOBAHMS UCIIOTb30BaHMS 00IAYHBIX CJTYKO U JIOKAJIBHO pas-
pabotku B Vagrant VirtualBox.

Vagrant VirtualBox VM

g Havaja paccMOTpUM co3maHue oopasa RHEL 8 BupTyanbHOI MalIyHbI
Vagrant/VirtualBox ¢ momoibio Packer.
CospnaiiTe 06pas, BHIMIOJIHUB KOMaH/IY:

$ packer build rhel8.pkr.hcl

1ot daitn onpenenser nepeMmenHsie st ISO-06pasa, UCIIOIb3yeMOIoO B
Kickstart, cBoiicTBa BUPTYaJbHOJ MaIlMHBbI, MCIIOIb3YEMOI IJISI CO3MAHMS


https://oreil.ly/Fktch

*
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obpasa, 1 Iary 1o ero HaroJIHeHuIo (mpumep 16.1). YcTaHOBKA BapyaHTOB
Red Hat Linux ocHoBaHa Ha Kickstart: mpu 3arycke MamiMHbl KOMaHAa 3a-
rpy3Ku 3amnpanipaeT KoHurypainio Kickstart uepes HTTP u nepenaet ee
MacTtepy yctraHoBkM Red Hat mon HasBaHnuem Anaconda.

Mpumep 16.1. rhel8.pkr.hcl

variable "{so_url1" {
type = string
default = "file:///Users/Shared/rhel-8.4-x86_64-dvd.iso"
}
variable "iso_url2" {
type = string
default = "https://developers.redhat.com/content-gateway/file/rhel-8.4-x86_64-dvd.iso"
}
variable "iso_checksum" {
type = string

default = "sha256:48f955712454¢32718dcde858dea5aca574376a1d7a4b0ed6908ac0b85597811"
}
source "virtualbox-iso" "rhel8" {

boot_command = [

"<tab> text inst.ks=http://{{ .HTTPIP }}:{{ .HTTPPort }}/
ks.cfg<enter><wait>"

]

boot_wait = "5s"

cpus =2

disk_size = 65536

gfx_controller = "vmsvga"
gfx_efi_resolution = "1920x1080"
gfx_vram_size = "128"

guest_os_type = "RedHat_64"
guest_additions_mode = "upload"
hard_drive_interface = "sata"

headless = true

http_directory = "kickstart"
1s0_checksum = "${var.iso_checksum}"
iso_urls = ["${var.iso_url1}", "${var.iso_ur12}"]
memory = 4096

nested_virt = true

shutdown_command = "echo 'vagrant' | sudo -S /sbin/halt -h -p"
ssh_password = "vagrant"
ssh_username = "root"
ssh_wait_timeout = "10000s"
rtc_time_base = "ytc”
virtualbox_version_file= ".vbox_version"
vrdp_bind_address = "0.0.0.0"

vrdp_port_min = "5900"
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vrdp_port_max = "5900"
vm_name = "RedHat-EL8"
}
build {

sources = ["source.virtualbox-iso.rhel8"]

provisioner "shell" {
execute_command = "echo 'vagrant' | {{ .Vars }} sudo -S -E bash '{{ .Path }}'"
scripts ["scripts/vagrant.sh", "scripts/cleanup.sh"]

}

provisioner "ansible" {
playbook_file = "./packer-playbook.yml"
}

post-processors {
post-processor "vagrant" {
keep_input_artifact = true
compression_level =9
output "output-rhel8/rhel8.box"
vagrantfile_template = "Vagrantfile.template"
}
}
}

Korma macrep Anaconda 3aBepmuT paboTy, BUpTyalibHas MallHa repe-
3arpy3utcst U Packer mpuCTynuT K ee HAIlOJHEHUIO, 3aIycKas CIieHapum,
B TOM umciie u packer-playbook.yml c moMoIbio ClieHapusl HaIlOJHEHUS
"ansible". Bce aTu meiicTBus 6ynyT BBITIOJIHEHBI Ha Ballleil MalluHe.

OTnenbHbIE pa3pabOTYMKY MOTYT 6eCIIATHO 3aperuCcTPUPOBATD U YIIPAB-
nath 16 cucremamy RHEL 8 (https://oreilly/Z8HUI). IIoCKOIBbKY BCe IeiCTBUS
BBITIOJTHSIIOTCSI HA OCHOBE TMOATIMCKY, HEOOXOAVMO OTIpeesIuTb TPU mepe-
MeHHbIe OKPY>KEeHMSI C IOTMHOM RH_USER 1 TTaposieM RH_PASS 1ijist Red Hat u He-
06s13aTeTbHBIM UAEeHTUDUKATOPOM ITy/1a RH_POOL (https://oreil.ly/DuyQ8). Bce 31O
MOXKHO CIiellaTh B KOMaHIHOV 06010uKe mepe[ 3amyckom Packer. B mpume-
pe 16.2 nmokasaH cLeHapuit, KOTOPbII PerncTpUPyeT BUPTYAIbHYIO MAIIVHY
M YCTaHaB/IMBAaeT MHCTPYMEHThI IO e PKKM KOHTeiHePOB.

MNpumep 16.2. packer-playbook.yml

- hosts: all:!localhost
become: true
gather_facts: false
tasks:

- name: Register RHEL 8
redhat_subscription:
state: present
username: "{{ lookup('env','RH_USER') }}"


https://oreil.ly/Z8HUI
https://oreil.ly/DuyQ8
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password: "{{ lookup('env','RH_PASS') }}"
pool_ids: "{{ lookup('env','RH_POOL') }}"
syspurpose:

role: "Red Hat Enterprise Server"

usage: "Development/Test"

service_level agreement: "Self-Support"

- name: Install packages
yum:
name: "{{ item }}"
state: present
loop:
- podman
- skopeo

[Tocste yCIienHOro 3aBepuieHust C6OPKY MOKHO J00aBUTh ITOTYUUBIINIACS
(aiin kak mabsoH ajisg Vagrant/VirtualBox:

$ vagrant box add --force --name RedHat-EL8 output-rhel8/rhel8.box

B nmpumepax Koma [IJist 9TO¥ I1aBbl Bbl HalimeTe Vagrantfile, ¢ momoripio
KOTOPOT0 MOKHO 3aITyCTUTh BUPTYaJbHYIO MAIIMHY C MMEHEM rhel8, OCHO-
BaHHYIO Ha 9TOM IlIabJIOHe:

$ vagrant up rhel8

[Tocste 3ammycka K Heit MOKHO TTOAKTIOUMTHCS ¢ TOMOIIbi0 Remote Desktop
C YUYETHBIMM JAHHBIMMU TTONTb30BaTens Vagrant:

rdp://localhost:5900

3amyctute Visual Studio Code, 4T06bI YBUIAETD, UTO OBUIO YCTAHOBJIEHO.

O6vepuHeHue Packer u Vagrant

[ns co3manus o6pa3oB ¢ MoMoInbio Packer mmeeT CMbICI MCTIOIB30BaTh
Vagrant. B daitne Vagrantfile MoskHO omipeieisiTh IIPOTOTUITBI HOBBIX (YHK-
LI, KOTOpble B KOHEYHOM MTOTe OyAyT mo6GaBiieHbl B 0OaUHble 0Opasbl.
CueHnapunu Ansible paboTamT Ha JIOKAJIbHOM BUPTYaJbHOM MallMHE Ha-
MHOTO ObICTpee, ueM IIOJIHBIN ciieHapuit Packer, UTO CIIOCOOGCTBYET ITOBbI-
IIeHNI0 cKopocTy paspaboTku. Packer He ocTraHaBaMBaeTCs Ha TOITYTH U B
cyyae c60s1 YHUUITOKUT BCe CO3IaHHbIE MM PeCypChl, TOTAA KaK, MCTIOIb3Ys
Vagrant, MOKHO 106aB/ISITh HOBbIe BO3MOXXHOCTU IMO3TANHO. Clemyronuii
daiin Vagrantfile 3amyckaeT BUPTyaqbHYI0 MalIMHY, MCIIOAbB3Ys OMpeere-
H1e obpasa c MMeHeM "centos/7":

Vagrant.configure("2") do |config|
config.vm.box = "centos/7"
config.vm.box_check_update = true
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if Vagrant.has_plugin?("vagrant-vbguest")
config.vbguest.auto_update = false
end
config.vm.graceful_halt_timeout=15
config.ssh.insert_key = false
config.ssh.forward_agent = true
config.vm.provider "virtualbox" do |virtualbox|
virtualbox.qui = false
virtualbox.customize ["modifyvm", :id, "--memory", 2048]
virtualbox.customize ["modifyvm", :id, "--vram", "64"]
end
config.vm.define :bastion do |host_config|
host_config.vm.box = "centos/7"
host_config.vm.hostname = "bastion"
host_config.vm.network "private_network", ip: "192.168.56.20"
host_config.vm.network "forwarded_port", id: 'ssh', guest: 22, host: 2220
host_config.vm.synced_folder ".", "/vagrant", disabled: true
host_config.vm.provider "virtualbox" do |vb|
vb.name = "bastion"
vb.customize ["modifyvm", :1id, "--memory", 2048]
vb.customize ["modifyvm", :id, "--vram", "64"]
end
end
config.vm.provision :ansible do |ansible|
ansible.compatibility_mode = "2.0"
# OTKANYATL OTpPaHMYeHMe MO YMOAYAHMW ANA MOAKJKYEHMA KO BCEM CepBepam
ansible.limit = "all"
ansible.galaxy_role_file = "ansible/roles/requirements.yml"
ansible.galaxy_roles_path = "ansible/roles"
ansible.inventory path = "ansible/inventories/vagrant.ini"
ansible.playbook = "ansible/playbook.yml"
ansible.verbose = ""
end
end

Vagrant MoskeT aBTOMaTU4YeCcKy HacTpauBaTb MHOIMe acreKkTbl Ansible,
HO BbI TAKKe MOYKeTe 3aITyCKaTh OTAe/IbHbIe CeKLMM B CLieHapUY, UCIIOIb3YS
Teryu, aBTOPM30BaThHCS /i1 IPOBEPKU U T. [I.

O6nayHble 06pasbl

Packer crioco6eH co3maBaTh 06pa3bl BUPTYaJbHbIX MAIIMH IJIS BCEX OC-
HOBHBIX 00/auHbIX MMpoBaiimepoB (AWS EC2, Azure, Digital Ocean, GCP,
Hetzner Cloud, Oracle) u runepsusopoB (OpenStack, Hyper-V, Proxmox,
VMWare, VirtualBox, QEMU). OH M03BOJISIeT OTI0XUTh MPUHSITHE pellie-
HUSI O pa3BepThIBAHMUM TIPWIOKEHUI U TIpeaJiaraeT YHMBepPCaabHbIN MH-
Tepdeiic.
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Cnepnytomiye obravHble IPOBaiiiepbl X TEXHOIOT MY MO e PKUBAIOT pabo-
Ty ¢ Ansible u Packer:

Alicloud ECS Amazon EC2 Azure CloudStack Digital Ocean
Docker Google Cloud Platform Hetzner Cloud HuaweiCloud Hyper-V
Kamatera Linode XC XD OpenStack
Oracle Parallels ProfitBricks Proxmox QEMU
Scaleway Vagrant VirtualBox VMware Vultr

Google Cloud Platform

HauaTtb pa6oty ¢ Google Cloud Platform (GCP) oueHs rpocTo. Beimonuute
Bx0[, (https://oreil.ly/4hLD4), co3naiiTe mpoeKT B Compute Engine u ckonupyiite
uaeHTUdGUKATOp MpoekTa (MMsI ¢ HOMepoM B KoHIle). Co3maiiTe mepeMeH-
HYIO OKPYKE€HMSI ¥ IIPMUCBOMTE eif 3TOT UAeHTU(PUKATOP ITPOEKTa:

export GCP_PROJECT_ID=myproject-332421

Bbi6epuTe 30HY Ha cTpaHuile HacTpoek (https://oreilly/zTvzc) TpoeKTa ” CO3-
JariTe rapy rnepeMeHHbIX OKPY>KeHUSI:

export CLOUDSDK_COMPUTE_REGION=europe-west4
export CLOUDSDK_COMPUTE_ZONE=europe-west4-b

[Tpumeps! B rtanke ansiblebook/ch16/cloud ocHOBaHbI Ha ansible-roles B (paji-
nie requirements.yml. YTo6bI yCTAHOBUTD 3TU POJIU, BHITTOIHUTE KOMAH/IbI:

cd ansible && ansible-galaxy install -f -p roles -r roles/requirements.yml

B nmpumepe 16.3 mokasaH (aiin Packer, B KOTOpoM ompenesnsioTcs mepe-
MeHHbIe 1711 GCP, 06pas, UCIT0/Ib3yeMblii B KaUeCTBe OCHOBBI, MSI Pe3Yilb-
TUpPYIOIIero o6pasa, CBOJMCTBA BUPTYaJbHONM MalllMHbI, B KOTOPOi OymeT
co3JaBaThbCsl 06pa3, 1 3Tarbl HAMOJIHEHMST 00pa3a AOTOTHUTEIbHBIM MPO-
rpaMMHBIM ObecriedeHueM. TUIT MalllMHBI, UCIIONIb3YeMblil IS CO30aHMs
0bpa3a, He CBSI3aH C TUIIOM MallIMHbI, KOTOpasi OyIeT co3aHa 13 3TOT0 0bpa-
3a. [Ij1s1 co3maHmsI CJIOKHBIX 00pa30B Mbl MCIIOb3yeM 3K3eMIUISIPbl MOIIHBIX
MaIIMH — OHU CTOSIT CTOJIBKO K€, HO BBITIOJTHSIIOT PaboTy ObICTpee.

Mpumep 16.3. gcp.pkr.hcl
variable "gcp_project_id" {

type = string

default = "${env("GCP_PROJECT_ID")}"

description = "Create a project and use the project-id"
}
variable "gcp_region” {

type = string

default = "${env("CLOUDSDK_COMPUTE_REGION")}"

description = "https://console.cloud.google.com/compute/settings”


https://oreil.ly/4hLD4
https://oreil.ly/zTvzc
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}
variable "gcp_zone"
type = string
default = "${env("CLOUDSDK_COMPUTE_ZONE")}"
description = "https://console.cloud.google.com/compute/settings”
}
variable "gcp_centos_image" {
type = string
default = "centos-7-v20211105"
description = ""
}
variable "image" {
type = string
default = "centos7"
description = "Name of the image when created"
}
source "googlecompute” "gcp_image" {
disk_size = "30"
image_family = "centos-7"
image_name = "${var.image}"
machine_type = "e2-standard-2"
project_id = "${var.gcp_project_id}"
region = "${var.gcp_region}"

source_image = "${var.gcp_centos_image}"
ssh_username = "centos"
state_timeout = "20m"
zone = "${var.gcp_zone}"
}
build {
sources = ["googlecompute.gcp_image"]
provisioner "shell" {
execute_command = "{{ .Vars }} sudo -S -E bash '{{ .Path }}'"
scripts = ["scripts/ansible.sh"]
}
provisioner "ansible-local" {
extra_arguments = ["--extra-vars \"image=${var.image}\""]
playbook_dir = "./ansible"
playbook_file = "ansible/packer.yml"
}
provisioner "shell" {
execute_command = "{{ .Vars }} /usr/bin/sudo -S -E bash '{{ .Path }}'"
script = "scripts/cleanup.sh”
}
}

[TepBbIii clieHapuit HamoIHeHMsT (provisioner) "shell" ycTaHaB/IMBAET CU-
creMy Ansible Ha BupTyanbHy10 MalliKHy. 3aTeM OHa UCIOIb3yeTCs Kak clie-
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Hapuil HaIloJIHEHUs "ansible-local". @aKTUUYECKM B BUPTYAJIbHYIO MalVHY
CGP BbIrpy>kaeTcsi BeCb KaTajor, B KOTOpoM xpaHuTcs daiin Packer, moaro-
My OyzibTe OCTOPOSKHBI M He CO3/laBaiiTe 06pa3bl B TOM JKe KaTajore.

Azure

Yrob6bl HAUaTh paboTy ¢ Azure, BoITTONHUTE BXO (https://portal.azure.com/) 1
HalimuTe cBoii uaeHTUdMKaTop rmoamcku Subscription ID. Co3pgaiiTe mmepe-
MEHHYIO OKPY>KEHMSI C er0 3HaUeHMeM:

export ARM_SUBSCRIPTION_ID=XXXXXXXX-XXXX-XXXX-XXXX - XXXXXXXXXXXX

[Ipeskme yeMm co3maBaThb 00pasbl, 10OABbTE CHAuasaa IPYIITy PECypcoB U
YUEeTHYIO 3aICh XpaHWINIIa. Bam Takke mpuaeTcst BbIopaTh MecTo (https://
oreil.ly/UOXYU) [1/11 X pa3meljeHns.

B mpumepe 16.4 mokasaH cooTBeTcTBYIOmMIA daiin Packer gyist cosmanmst
obpasa BupTyanbHOI MamnuHbl. OH aHaorndeH ¢aiiry mst GCP, Ho TpebyeT
60sbIIIe JeTanei u Ipyrux epeMeHHbIX.

Mpumep 16.4. azure.pkr.hcl

variable "arm_subscription_id" {
type = string
default "${env("ARM_SUBSCRIPTION_ID")}"
description = "https://www.packer.io/docs/builders/azure/arn"

variable "arm_location" {
type = string
default = "westeurope"
description = "https://azure.microsoft.com/en-us/global-infrastructure/geographies/"

}

variable "arm_resource_group" {

type = string
default = "${env("ARM_RESOURCE_GROUP")}"
description = "make arm-resourcegroup in Makefile"
}
variable "arm_storage_account" {
type = string
default = "${env("ARM_STORAGE_ACCOUNT")}"

description = "make arm-storageaccount in Makefile"

}
variable "image" {

type = string

default = "centos7"

description = "Name of the image when created"
}

source "azure-arm" "arm_image" {
azure_tags = {


https://portal.azure.com/
https://oreil.ly/UOXYU
https://oreil.ly/UOXYU
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product = "${var.image}"

}
image_offer = "Cent0S"
image_publisher = "OpenLogic"
image_sku ="7.7"
location = "${var.arm_location}"
managed_image_name = "${var.image}"
managed_image_resource group_name = "${var.arm_resource_group}"
os_disk_size gb = "30"
os_type = "Linux"
subscription_1id = "${var.arm_subscription_id}"
vn_size = "Standard_D8_v3"

}

build {

sources = ["source.azure-arm.arm_image"]
provisioner "shell" {
execute_command = "{{ .Vars }} sudo -S -E bash '{{ .Path }}"'"
scripts ["scripts/ansible.sh"]
}
provisioner "ansible-local" {
extra_arguments = ["--extra-vars \"image=${var.image}\""]
playbook_dir = "./ansible"
playbook_file = "ansible/packer.yml"
}
provisioner "shell" {
execute_command = "{{ .Vars }} /usr/bin/sudo -S -E bash '{{ .Path }}""
script = "scripts/cleanup.sh”
}
provisioner "shell" {
execute_command = "chmod +x {{ .Path }}; {{ .Vars }} sudo -E sh '{{ .Path }}'"

inline = [
"[usr/sbin/waagent -force -deprovision+user”,
n SynclI

]

inline_shebang = "/bin/sh -x"

}
}

B otnmnune ot CGP 37ech 110 3aBeplleHMM HaIlOJIHEHUS 3aITyCKaeTCs waa-
gent. OTa YTWINUTA YOAJISI€T YUETHBIE 3aIIMCH IT0JIb30BaTesein u kiawoun SSH 13
BUPTYaJbHOI MaIIMHBI, YTOOBI ITOTYYEHHbI 00pa3 MOKHO ObIIO 6e30IacHO
MCITOIb30BaTh B HOBOM 3K3eMILIsIpe BUPTYaabHO MalllMHBI.

Amazon EC2

Yro6b1 HauaTh pabory ¢ EC2 — npeanoskeHneM Amazon MHQPaCTPyKTypbl
kak yoryru (Infrastructure as a Service, IaaS), — BbiromHuTe BXOf, (https://aws.


https://aws.amazon.com/console
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amazon.com/console) ¥ HACTpOJiTe yIpaBiieHMe UIaeHTUdUKaLel U TOCTyIIOM
(Identity and Access Management). Mbl IipefiriosiaraeM, YTO Bbl 3HaeTe, Kak
MCIOJIb30BaTh TepeMeHHble OKPYsKeHMs AWS_ACCESS_KEY_ID, AWS_SECRET_ACCESS_
KEY 11 AWS_REGION. Bostee mompo6Hyto nHopmMatuio 06 061auHOi MHPPACTPYK-
Type Amazon Bbl HaliZieTe B CIeyIOlIei riiaBe.

@aiin Packer gyist Amazon EC2 (ripumep 16.5) moxosx Ha daiiabl st Apy-
I'MX MOCTaBIIMKOB 00JIaUHbIX YCIYT, HO MMEeT BaskHOe OTInume — 6a30Bblii
00pa3s 111 KOHKPETHOI'O PermoHa JO/KEH ObITh YKa3aH B MIEPEMEHHO aws_
centos_1image.

MNpumep 16.5. aws.pkr.hcl
variable "aws_region" {
type = string
default "S${env("AWS_REGION")}"

description = "https://docs.aws.amazon.com/general/latest/gr/rande.html"
}
variable "aws_centos_image" {

type = string

default = "ami-0e8286b71b81c3ccl"

description = "https://docs.aws.amazon.com/ANSEC2/1atest/UserGuide/AMIs. html"
}
variable "image" {

type = string

default = "centos7"

description = "Name of the image when created"
}
locals { timestamp = regex_replace(timestamp(), "[- TZ:]", "") }
source "amazon-ebs" "aws_image" {

ami_name = "${var.image}-${local.timestamp}"

instance_type = "t2.micro"

region = "${var.aws_region}"

source_ami = "${var.aws_centos_image}"

ssh_username = "centos"

tags = {

Name = "${var.image}"

}
}
build {

sources = ["source.amazon-ebs.aws_image"]
provisioner "shell" {
execute_command = "{{ .Vars }} sudo -S -E bash '{{ .Path }}'"


https://aws.amazon.com/console
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scripts = ["scripts/ansible.sh"]

}

provisioner "ansible-local" {
extra_arquments = ["--extra-vars \"image=${var.image}\""]
playbook dir = ",/ansible"
playbook_file = "ansible/playbook.yml"

}

provisioner "shell" {
execute_command = "{{ .Vars }} /usr/bin/sudo -S -E bash '{{ .Path }}""
script = "scripts/cleanup.sh”

}

CueHapuit Ansible

O6pa3sbl ocHoBaHbl Ha CentOS 7 — M3BECTHOM AUCTPUOYTUBE, KOTOPDI
MOSKHO MCIIOJIb30BaTh KaK XOCT-0aCTHOH M Kak VPN:

- hosts: all:127.0.0.1
gather_facts: true
become: true
vars:
net_allow:
- '10.1.0.0/16'
- '192.168.56.0/24'
roles:
- {role: common, tags: common}
- {role: epel, tags: epel}
- {role: ansible-auditd, tags: auditd}
- {role: nettime, tags: nettime}
- {role: rsyslog, tags: syslog}
- {role: crontab, tags: crontab}
- {role: keybase, tags: keybase}
- {role: gpg_agent, tags: gpg}
- {role: tailscale, tags: tailscale}

BupTtyanbHble MallHbI B 00J1aKe MOJKHBI ObITh 3aIMINEHbI, [I09TOMY B
CIIeHapMM 3aITyCKAeTCsI rapa poJieii 11t HaCTPOiiKy 6e30IMacHOCTH, ayiuTa
CUMHXPOHM3ALMU BpeMeH. 3aTeM HacTpauBaroTcs rmapameTpsl SSH 1 ycra-
HaBJIMBAETCS AOTIOHUTEIbHOE ITPOTPaMMHOe obecrieueHme i mudpoBa-
HU U nopaepkku VPN.
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O6pa3 Docker: GCC 11

B 3aBepiiieHMe 3TO¥ I71aBbl MbI TTOKaXkeM IpuMep npumMmeHeHust Packer mjist
CO3JaHMs CJIOKHOTO oOpa3a KoHTeliHepa, Bkiwouawinero GCC. GCC - 3To
KOMITUJIITOP, KOTOPBI MCITOIb3YyeTCs 111 COOPKM siapa Linux 1 cMCTEMHOTO
MpOrpaMMHOTr0 obecrieueHus. [IpakTuyecku Bce AUCTpuUOYTUBHI Linux rmo-
CTaBJISIIOTCS BMecTe ¢ kKoMnuiagTopoM GCC, 4TO MO3BOJISIET BaM KOMITAJIN -
poBaTh McxomHbIi ko Ha C/C++. GCC moCTOSTHHO pa3BMBaeTcs, 1 60Jiee HO-
Bble BepCUY KOMIMISITOPA 0OBIYHO CO3/1a10T 60J1ee ObICTPhIE BBITTONHSIEMbIE
(aiibl U3 TOTO Ke MCXOMHOT0 Kojia 6y1aromaps JOCTVKEHMUSIM B TEXHOJIOTUA
ontuMusanuu. [Ipoie roBopsi, ecau Ajisl Bac BaKHa BbICOKAsi CKOPOCTb BbI-
TIOJTHEHUSI TIPOrpaMM, UCIOJIb3YIATE CaMYI0 CBEXYIO BePCUIO KOMITWIISITOPA;
" eciu Heo6xomuMo, To ckommuupyiite GCC 11 caMOCTOSITeNTbHO, TIOTOMY
YTO 3Ta BepCUs BKIIOUEHA ellle He BO BCe TUCTPUOYTUBBI.

Yrto6s! ckommnuupoBaTh GCC 1 UCII0/Ib30BaTh €ro AJs1 TPorpaMMMUpPOBa-
Hust Ha C++ B CentOS/RHEL 7, Heo6X0AMMO JOIOTHUTEILHO YCTAHOBUTD HE-
KOTOpbIe MaKeThbl, UHCTPYMEHTHI ¥ 61bamoTeku. Hampumep, Boost — mmpoko
M3BECTHBIN Habop 6MOMMOTEK Ajs1 mporpamMmmupoBanust Ha C++; CMake —
MHCTpYMeHT cO6opku. Habop mHCTpyMeHTOB pa3paborumka Red Hat (Red
Hat Developer Toolset, DTS) BK/IlouaeT MHOXECTBO IPYTUX UHCTPYMEHTOB,
HeoOXOIMMBbIX pa3paboTYMKaAM.

[Ipenmonosxkum, Bbl P HACTPOUTb BEPCUM M TTapaMeTphI B CLieHapUu
Ansible, koTopomy Tpe6ytoTcs apyrue ponu (bac omybnnkoBasn ux B Ansible
Galaxy). Bel MOskeTe ompenennTh 3T TpeboBaHus B daiine requirements.yml
B KaTaJjiore C uMeHeM roles:

- src: dockpack.base_gcc
name: base gcc

version: '1.3.2'

src: dockpack.compile_gcc
name: compile_gcc
version: 'v1.0.5'

src: dockpack.base_cmake
name: base_cmake

version: '1.3.1'

src: dockpack.base boost
name: base_boost

version: '2.1.9'

src: dockpack.base_python
name: base_python
version: 'v1.1.2'

Cuenapuii onpeenseT mepeMeHHbIe U 3a[a€eT MOPSIA0K YCTaHOBKM (IIPU-
Mep 16.6). UTo6bI ckoMIMIMpPoBaTh Mcxomubiit Kog GCC 11, Hy;KeH KOMITH-
nstop GCC. BosHukaeT cBoeobpa3Hast ImpobieMa Kypulibl 1 stiiia. Mbl ycTa-
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HoBuM Developer Toolset 10 u3 Software Collections (https://oreil.ly/6EzPZ) njist
CentOS 7, 4To6BI MOMYYUTDh IOCaeqHIO Bepcuio GCC, 3aTeM yCTaHOBUM
Python u CMake 1 mocie atoro ckommuaupyem GCC. Ckomnunuposas GCC,

MbI CMOXKeM C eTr0 ITOMOIIbI0 CKOMITUIMPOBATDH Boost.

MNpumep 16.6. dokep-playbook.yml

- hosts: all:!localhost
gather_facts: true
vars:
# YcTaHasnmBath Habop MO Software Collections?
collections_enabled: true
# Bepcua Developer Toolset, KoTOpas MCMONb3YeTCA AN KOMIMAALMN
DTSVER: 10
# Komnunmpyemasn Bepcus KomnuaaTopa C++
GCCVER: '11.2.0'
dependencies_url_signed: false
# Komnuinpyemas sepcus Boost
boost_version: 1.66.0
boost_cflags: '-fPIC -fno-rtti'
boost_cxxflags: '-fPIC -fno-rtti'
boost_properties: "link=static threading=multi runtime-link=shared"
roles:
- role: base_python
- role: base_cmake
- role: base_gcc
- role: compile_gcc
- role: base_boost

[ToBemenne Packer orpemensieTcst mocaeq0BaTeIbHOCThIO OObSIBIEHNI U
KoMaH/I B daiiie gcc.pkr.hcl (mpumep 16.7). OHYM yKa3bIBAIOT, KaKye TUIAaTMHbI
MCITOTb30BaTh, KAK HACTPOUTD KasKAbIN 13 ITUX IVIATMHOB U B KAKOM ITOPSI/I-

Ke X 3aITyCKaTbhb.

Mpumep 16.7. gcc.pkr.hcl

packer {
required_plugins {
docker = {

version = ">= 0.0.7"
source = "github.com/hashicorp/docker"
}
}
}

source "docker" "gcc" {
changes = ["CMD [\"/bin/bash\"]", "ENTRYPOINT [\"\"]"]


https://oreil.ly/6EzPZ
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commit = true
image = "centos:7"
run_command = [
”'d",
4",
g
--network=host",
--entrypoint=/bin/sh",
"=, "{{ .Image }}"
]
}
build {
name = "docker-gcc"
sources = [
"source.docker.gcc"
]
provisioner "shell" {
inline = ["yum -y install sudo"]
}
provisioner "ansible" {
playbook_file = "./playbooks/docker-playbook.yml"
galaxy_file = "./roles/requirements.yml"
}
post-processors {
post-processor "docker-tag" {
repository = "localhost/gccll-centos7"
tags = ["0.1"]
}
}
}

Yro6bI cO3aaTh 06pa3 KOHTelHepa, 3aIycTuTe cO0pKy Packer:
$ packer build gcc.pkr.hcl

VimeiiTe B BUIy, 4TO COOpKA 3aliMeT HECKOJIbKO YaCOB.

3aknroyeHue

MbI 3HaeM, UTO CO3[aHye KOMIUIEKCHBIX 06pa30oB Docker ¢ moMolipio daii-
soB Dockerfile MmoskeT oKa3aThbcsI BecbMa CJIOKHO 3agaudeii. Packer n Ansible
MO3BOJISIIOT YETKO pasfeuTh 3aJauy U MO-MHOMY OIpPEeIenuTh JeiCTBuUS,
BBIMIOJTHSIEMbIE HaMM C HAIIMM I[POrpaMMHBIM obOecrieueHueM. Packer,
Vagrant u Ansible — ¢panTacTMueckass KOMOVHALVS MHCTPYMEHTOB JIJIsSI CO3-
IaHus 06pa3oB, MCIIOIb3YEMbIX B 06JIaKe WM JIOKaIbHO. Eciu BbI paboTaete
B KPYITHOJ OpraHmsaiyu, TO C UX MOMOIIbI0 CMOXKeTe cO37aBaTh 06pasbl,
CTysKallyie OCHOBOJ IJIsI APYTUX 06pa3oB.
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O6nauyHasa uHdpacTpykTypa

B Ansible ecTb HeckoMbKO QYHKINIA, 3HAUNTEIBHO YIIPOLIAOIINX PabOTy C
001I1eqOCTYITHBIMM U YaCTHBIMM Ob61akaMu. O671aKO MOKHO pacCMaTpuBaTh
KaK MHOTOYpPOBHEBYIO IIaTHOpMy, B KOTOPOi MOJIb30BaTEb MOXET CO3-
JlaBaTh pecypchl IJis 3aITycka MPOTpaMMHbIX MpuUaokeHuit!. Ilonb3oBaTenu
MOTYT OIMHAMMUYECK!M CO30aBaTh MM YIOAISTh 00JaUHYI0 MHPPACTPYKTYPY,
BKJIIOUAs BEIYMCIUTENbHBIE, CETEBbIE PECYPChI U PeCypChl XpaHeHMsI, KOTO-
past Ha3bIBaeTcs uHgpacmpykmypa kak ycnyea (Infrastructure as a Service,
IaaS).

[aaS-o061ako — 3TO ywIyTa, MO3BOJSIONIAS MT0IH30BATENI0 CO3/4aBaTh HO-
Bble BUPTyaJibHbIe cepBephl. Bce [aaS-o6maka obmagaoT QyHKIMEH caMo-
0OCTY>KMBaHMS, T. €. TOJIb30BaTe/b B3aMMOJIEICTBYEeT HEIOCPeICTBEHHO
C yCIyTOoiA, He mojaBas 3arnpocoB B UT-otmen. BombmmHcTBO IaaS-06/1akoB
rpeJiaraeT Moab30BaTeN0 TPU TUIA MHTepGheicoB s B3aMMOAEeVCTBUS
C CUCTEMOI:

* BebO-uHTepdeiic;

» uHTepdeiic KOMaHIHOM CTPOKM;
e REST APIL.

B cnyyae ¢ EC2 Beb-mHTepdeic HasbiBaeTCa «ynpaBnstoLLei
KoHconbto AWS» (https://oreil.ly/b443M), a nHTepdeinc KOMaHLHOW
CTPOKM (HEOPUTMHANBHO) — MHTEpdENCOM KOMaHLHOW CTPOKM
AWS  (https://oreil.ly/tm9Rx). Mndopmaumo o REST APl moxHo
HanTu Ha cavite Amazon (http://amzn.to/1F7g6yA).

s cosmanust ceppepoB laaS-o61aka 00BIYHO UCITONB3YIOT BUPTYaTbHbIE
MallIMHbI, XOTSI BOOOIIIe AJ1s1 CO3aHMsI TAKOTO 0671aKa MOXKHO MCIIOb30BaTh
dbusnueckne, BbieIeHHbIE CepBepPHI (T. €. MOJb30BaTeNM OyayT paboTaTb
HeToCpeICTBEHHO C allllapaTHbIM obecrieueHieM BMECTO BUPTYa/IbHbIX Ma-
IIVH) WI KOHTEeJHEePBI.

1

HarmoHaibHbI MHCTUTYT cTaHgapToB U TexHonoruii (National Institute of Standards and Technology,
NIST) man oTMuHOe orpezesieHye 06IauHbIX BbiuMcaeHuit B cBoem qokymenTe «The NIST Definition
of Cloud Computing» (https://oreil.ly/Y1hnY).


https://oreil.ly/b443M
https://oreil.ly/tm9Rx
http://amzn.to/1F7g6yA
https://oreil.ly/Y1hnY

O6nayHas uHpacTpykTypa < 327

BonpimmHcTBO [aaS-06/71aKOB ITO3BOJISIET BaM [IejlaTh OoOJiblliee, HEXKEIN
3aITyCKaTh M OCTAaHABJIMBATh CepBEPBI. B UaCTHOCTM, OONBIIMHCTBO M3 HUX
MT03BOJISIET OTPeNeIsiTh XPAaHWINILA TaK, YTOOBI BbI MOTJIM ITOAK/IIOYATh U OT-
KJTIOYaTh AVICKY OT CBOMX CepBEpPOB. XpaHM/IUIIA 3TOTO THUIIA OOBIYHO HA3bI-
BaIOTCS 67104uHbIMU XpaHuauwamu. OHY TaKKe MPeoCTaBIISIOT BO3MOKHOCTh
orpefenTb CBOIO TOIIOOTMIO CeTH, ONMChIBAIOIIYIO COeMHEHMS MeXy Ba-
IIVIMY CepBepaMiu, a ele 3aJaTh IpaBuiIa 6paHaMayspa, OrpaHMYMBAIONIETO
IOCTYIT K HUM.

Cnenyouuii ypoBeHb B 06JIaKe BKIIOYAeT KOHKPETHbIE MHHOBAIIMY, pa3-
paboTaHHbIE TIOCTABUIMKAMM OOJIAUHBIX YCIYT, M CPEAbl BBHITTOTHEHUS TIPU-
JIOKeHUIA, TaKMe KaK KJIacTepbl KOHTEITHEePOB, cepBepbl IPUIOKEeHUI, Oec-
cepBepHbIe OKPY)KeHMs, OIlepaliOHHbIe CUCTEMbI M 6a3bl JAHHBIX. ITOT
ypoBeHb Ha3biBaeTcsi niam@opma kak ycayea (Platform as a Service, PaaS).
Ha sTom ypoBHe BbI ympaBjseTe CBOMMMU MNPUJIOKEHUSIMU U JTAHHBIMU,
a ratdopma — BceM OCTa/IbHbIM. PaaS rpemoctasiisieT CBOM BO3MOKHOCTH,
SIBJITIOIIMECST TIPeIMETOM KOHKYPEHIIMM Cpedy ITOCTaBIIMKOB OOJIaYHBIX
yCIyr, TeM 6oJjiee UTO KOHKYPEHIMS 32 SKOHOMMYECKYI0 3(PEHEeKTUBHOCTD
B IaaS — 3TO roHKa Ha BbDKMBaHMe. OMHAKO HaMOOJbIINII MHTEpeC Mpef-
CTaBJIsIeT MOJIepsKKa KoOHTeliHepHOo tiaTgopmbl Kubernetes, nmeroriascst
B JII060M O6J1aKe.

JTio60e mpuioxkeHue, paborampiilee B 06j1ake, MMeeT MHOTO YPOBHEN, HO
eIV KJIVMeHTaM 061auHO¥ YCIYTY BUIEH TOJIBKO OAVH U3 HUX, TO 3TO — NPO-
2pammHoe obecneueHue kax ycnyeza (Software as a Service, SaaS). KinmeHTbI
MIPOCTO UCIOJIb3YIOT IPOrpaMMHOE 0OecIieueHne, HUUero He 3Hasi O TOM, IJie
u3mMuecky HaxoSITCS CepBephI.

Yro noppasymeBaeTcs noa NOAroToBKOM o6navHom ycnyru?

Mbl noctapaemcst 6bITb NEAAHTUYHBIMU B ONPEAENEHUN NOHSATUS «TNOATOTOBKA
obnayHon ycnyrux». Jng Hayana npuseaemM npuMep TUMUYHOTO B3aMMOAENCTBUS
nonb3osatens c laaS-obnakom

lone3oeamerns
MHe HeobxoaMMO NaTb HOBbIX cepBepoB Ha Ubuntu 20.04, kaxabli 13 Ko-
Topbix ocHauweH aBymsa CPU, 4 T6anTt onepatvnBHoi namstn u 100 M6ant
[AMCKOBOW NaMATK.

Yenyaa
3anpoc nonyyeH. Homep Bawwero obpateHuns 432789.

lons3osamene
Kakos ctatyc obpauweHuns 4327897

Yenyea
Bawwu cepsepbl rotoBbl K 3anycky, |IP-agpeca: 203.0.113.5, 203.0.113.13,
203.0.113.49, 203.0.113.124, 203.0.113.209.
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[Tonv3osamens
51 3akoHuMn paboTy C cepBepamu, MONYYEHHbIMM COMMAcHO obpalie-
HU0 432789.

Yenyaa
3anpoc nony4eH, cepeepbl 6yayT yaaneHbl.

Modeomogka 06a4Holi yciyau — 3TO MPOLECC CO3AaHMUs PecypcoB, Heobxoam-
MbIX [/19 HACTPOMKM M 3amycka nporpaMMHOro obecrnedeHus.

MpodeccmoHanbHbIM cnocob co3aaHms pecypcoB B 06/1ake — MCMONb30BaTb €ro
API, Ha3biBaeMbI UH@Gpacmpykmypa kak koo. CyLiecTByeT HECKOMbKO YHUBEP-
canbHbIx 06na4HbIX APl 1 yHuKanbHble APl KOHKPETHbIX MOCTABLLMKOB, @ TAKXE,
KaK 3TO NPUHATO B MMUPE NPOrpaMMUCTOB, UMEeTCS abCcTpakumm, No3BonsoLme
KOMBUHMpPOBaTb HekoTopble U3 3TMX API. C X NMOMOLLbO MOXHO €034aTb Oe-
KAGpamugHyto MOLENb XenaeMoro COCTOSIHMS pecypCoB M 3aCTaBUTb UHCTPY-
MEHT CpaBHMBATb €e C TEKYLUMM COCTOSIHMEM W BbIMOMHSATb COOTBETCTBYHOLLME
LLeMCTBUS; UM MOXHO UMNEepamugHo 3anporpaMMupoBaTth AeNCTBUS, Heobxo-
[LMMble N9 OOCTUXKEHUS XEeNaeMoro cocTosiHus. B ntoboM cnyyae BbIGpaHHbI
METOA, AO/IKEH OMMCbIBaTb Pecypcbl U Mx cBOMCTBA. [1pu BbiIbOpEe MMnepaTme-
HOro NoAxoaa HeobxoAMMO 3HaTb AeTaNu CO3aHMS MPOrPaMMHOrO CTeKa: CeTb,
NoAcCeTb, rpynna 6€30MacHOCTH, CeTEBOM UHTEPdENC, AMCK, 06pa3 BUPTYasbHON
MalUWHbI, BUPTYyanbHas MawuHa. [1pn AeknapaTMBHOM NOAXOAE AOCTAaTOYHO
3HaTb TONIbKO B3amMo3aBucumocTtu. HashiCorp Terraform - 310 geknapaTvBHbIN
WHCTPYMEHT A9 NOATOTOBKM 06/1aYHOM YTy, TOrAa Kak cuctema Ansible ume-
eT 6onee MMNepaTUBHbIV XapaKTep: OHA MOXeT OnpefeniTb COCTOsIHUE UAEM-
MOTEHTHbIM CcnocoboM. Paznnumng mexay 3TuMmM OByMS METOAAMM CTaHOBATCA
0COHEHHO 0YEBMAHBIMM, KOTAA BO3HUKAET NOTPEOHOCTb M3MEHUTL UHPPACTPYK-
TYpY, @ TaKXe Koraa nHdpacTpykTypa U3MeHseT COCTOSIHME C MOMOLLbIO APYruX
WHCTPYMEHTOB MOATOTOBKMU.

Hackonbko MpocTo MOAroTOBUTb APYryHd BEPCUI0 MHPPACTPYKTYypbl? Moaynu
Ansible He 06513aTeNIbHO J0/MKHbI 6bITb 06PATUMbIMMU, HO, MPUIOXMUB HEKOTOpPbIE
YCUIIUS, Mbl MOXEM CLLeNaTb HaWwu cueHapum Ansible naemMnoTeHTHbIMK U 06pa-
MUMbIMU, NCMO/Nb30BaB NEPEMEHHYH C XXENAaeMbIM COCTOSIHUEM, MO3BONSIOLLEN
yOansTb pecypcbi:

state: "{{ desired_state }}"

Ho paxe umes peanusauumio wabnoHa OTMeHbI/NOBTOpa, B cucteme Ansible
HeT COCTOHMS, KOTOPOE MOXHO 6bl10 Obl MCNOMB30BaTh A5 NNAHUPOBAHMS U3-
MeHeHWW, Kak 310 aenaet Terraform. Peectpbl Ansible MoryT umeTb Bepcum ¢
MAEMMNOTEHTHBIMU CLLEHAPUSIMU NOAFOTOBKM XKEaeMoro COCTOSHUS C aHanormy-
HbIM 06bEMOM KOl M3-3a A/IMHbI ONUCaHUIA CBOMCTB 06bekTa. Ho 06beM kofa
Ansible yBennumBaeTcs, Koraa Ans BHECEHUSI U3MEHEHUI He0BX0AMMO 3anpo-
CUTb COCTOSIHUE MHPPACTPYKTYPbI.

B cocraB Ansible BXxoasT MOmy/u IMOAAEPIKKY IJIST MHOTMX APYTUX 061ay-
HBIX CJTY3KO, BKiIouast Microsoft Azure, Alibaba, Cloudscale, Digital Ocean,
Google Compute Engine, Hetzner, OracleCloud, IBM Cloud, Rackspace u
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Vultr, a TakKe 4YacTHBIX 00/IaKOB, CO3ZAaHHBIX C JMCIIO/Nb30BaHMeM oVirt,
OpenStack, CloudStack, Proxmox u VMWare vSphere.

ITocte ycraHoBKM Ansible 60/IbIIMHCTBO BO3MOKHOCTE) CTAaHOBUTCS J0-
CTYITHO B BUJIe CBSI3aHHBIX KOJIJIEKIIUIA, IPUUYEM He CaMbIX MOC/IeIHUX Bep-
cuii. [Tpy MCITONIb30BaHUM 00JIAYHOE CTY>KObI Ha TTOCTOSTHHOV OCHOBE MMe-
€T CMbIC/I YCTAaHOBUTb JJIS1 Hee 6ojiee CBEXYI0 Bepcuio Koyekiun. Ecim He
HaiieTe CBOEro MoCTaBIIyKa 06IaYHbIX YOIYT B Ta6/. 17.1, TO 3amISHUTE B
IOKYMEHTAaLMI0 MIJIs Ko/uleKiuu community.general (https://oreil.ly/HHKMk) —
OHA peajyn3yeT OOJIbIIOE KOJIMYECTBO (PYHKIIMOHATbHBIX BO3MOKHOCTEIA.
B o6miem ciyuae eciy IOCTaBIIMK ellle He OITyOJIMKOBA KOJIEKIINIO JIJIsSt
Ansible, To ycraHoBuTe 616MM0TEKY Python s Bei6paHHOTO Bamu o6Jaka.

Tabnuua 17.1. Konnekunun nopnepxxkm obnaynbix cnyxb n 6ubnmotekmn Python

0O6nako Konnekuus iﬁi":;t-':::
Amazon Web Services (https://oreil.ly/1T1Rp) amazon.aws boto3
Alibaba Cloud Compute Services (https://oreil.ly/9YoAD) footmark
Cloudscale.ch (https://oreil.ly/k3iCE) cloudscale_ch.cloud
CloudStack (https://oreil.ly/AdPO8) ngine_io.cloudstack |cs
Digital Ocean (https://oreil.ly/Nhbkq) community.

digitalocean
Google Cloud (https://oreil.ly/TqTn9) google.cloud google-auth
requests

Hetzner Cloud (https://oreil.ly/bh4Pw) hetzner.hcloud hcloud-python
IBM Cloud (https://oreil.ly/R11XU) ibm.cloudcollection
Microsoft Azure (https://oreil.ly/B4nmQ) azure.azcollection ansible[azure]
Openstack (https://oreil.ly/VGKRE) openstack.cloud
Oracle Cloud Infrastructure (https://oreil.ly/Si7nX) oracle.oci oci
Ovirt (https://www.ovirt.org/) ovirt.ovirt
Packet.net (https://oreil.ly/8PYcX) packet-python
Rackspace (https://oreil.ly/ycnze) openstack.cloud
Scaleway (https://oreil.ly/Yf80f) community.general
Vultr (https://www.vultr.com/) ngine_io.vultr

B Ansible ectb 6onee COTHM Moaynen, UMEKLLMX OTHOLIEHWE
kK EC2 n opyrmM BO3MOXHOCTSM, NpeanaraembiM Amazon Web
Services (AWS). OgHako B KHMre He TaKk MHOro MecTa, 4tobbl
OXBATUTb BCE 3TWU BO3MOXHOCTM, MO3TOMY Mbl COCPEAOTOUMMCS
JNLWb HA CaMbIX OCHOBHbIX.



https://oreil.ly/HHKMk
https://oreil.ly/1T1Rp
https://oreil.ly/9YoAD
https://oreil.ly/k3iCE
https://oreil.ly/AdPO8
https://oreil.ly/Nhbkq
https://oreil.ly/TqTn9
https://oreil.ly/bh4Pw
https://oreil.ly/R11XU
https://oreil.ly/B4nmQ
https://oreil.ly/VGkRE
https://oreil.ly/Si7nX
https://www.ovirt.org/
https://oreil.ly/8PYcX
https://oreil.ly/ycnze
https://oreil.ly/Yf8Of
https://www.vultr.com/
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Amazon EC2

B 310V rnaBe ocHoBHOe BHMMaHMe yaensetcs Amazon Elastic Compute Cloud
(EC2), noTtoMy 4TO 3TO camasg nmonynspHas obnayHas cnyx6a. OgHako MHorue
MOHSATMS, OMUCbIBAEMbIE 3[1€Cb, NPUMEHUMBI U K ApYr1M 061akam, NoaaepxuBa-
embIM B Ansible. B Ansible ecTb Ba MexaHm3Ma noagepxkmn EC2:

e MNarMH AMHAMMYECKOro peectpa (OMHAMMYECKOM WMHBEHTapu3auuu) Ans
aBTOMATMUYECKOro 3anoiHeHMs peectpa, M36aBnaoLLMii 0T HEOBXOANMMOCTH
BPYYHYH COCTaBNATb CMMCOK CEPBEPOB;

e MOAynu, BbinonHawlme aeictens B EC2, Takme Kak co3fiaHue HOBbIX cep-
BEpOB.

B 3T0/1 rnaBe Mbl paccMOTpMM 06a MexaHM3Ma: U NAaruH AMHaMMYeCckon MHBEH-
Tapu3aumm EC2, n mogynu nogpepxkn EC2.

TepmuHonozus

B EC2 ucrionb3yeTcss MHOXECTBO pasHbIX IMOHATHUI. Mbl IJIaHMpyeM I10SIC-
HATb UX 10 Mepe UX MOSIBJIeHMSI B TeKCTe, OLHAKO TPU U3 HUX XOTE0Ch Obl
O0OBSICHUTD 3apaHee: IK3eMniap, 06pa3 mawiuHsl Amazon (Amazon Machine
Image)  mezu.

JKk3eMnnap

B noxymenTauuyu EC2 TepMMUH 3K3eMn/isp MUCIIOMb3yeTcs s 0603Haue-
HMSI BUPTYaJIbHOV MaIIMHbI, M MbI 6y[IeM TTPUIEePsKUBATHCS 9TOV TEPMUHO-
JIOTUM B TaHHO¥ 1aBe. ViMeiiTe B BUIY, UYTO C TOUKM 3peHust Ansible sk3em-
wisip EC2 — ato xocm.

B mokymenTamyy EC2 (http://amzn.to/1Fw5S8l) TepMUHBI CO30aHUe IK3eEMNISPa
(creating instance), 3anyck sk3emnaspa (launching instance) u gsinonHeHue
sx3emnisipa (running instance) B3aMMo3aMeHsSIeMbl 1 OMMUCHIBAIOT MTPOIECC
3amycka HOBOTO 3k3emiuisipa. OgHAKO TePMUH nhyck 3k3emnnsapa (starting
instance) o3HauaeT HEUYTO MHOE — ITyCK K3eMIUISIpa, KOTOPBI paHee ObUT
MPUOCTAaHOBJIEH.

O6pa3 mawurHbl Amazon

O6pa3 mawuHst Amazon (Amazon Machine Image, AMI) — aTo o6pa3 Bup-
TyaJbHO MallIMHbI ¢ (aityioBOt CHUCTEMOI, B KOTOPYIO yCTaHOBJIEHA oIlepa-
1oHHas cucrema. CosmaBas sk3eMruisip B EC2, BbI BbIOMpaeTe orneparyioH-
HYI0 CUCTEMY [IJIST CBOETO 9K3eMIUISIpa, yKasbiBast 06pa3 AMI, koTopsliit EC2
OyIIeT UCITOTb30BaATh AJIS CO3AAaHMS SK3eMILISpa.

Kaxxnplit 06pa3 AMI nmeeT CTPOKOBBIN MIEHTU(IUKATOP, Ha3bIBA€MbIit
udenmugpuxkamopom AMI (AMI ID). OH HaumHaeTcs1 ¢ mpedukca ami-, 3a KOTO-


http://amzn.to/1Fw5S8l
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PBIM CIeYIOT IIeCTHaAllaTepuIHble CMBOJIbI, HAIIpUMep ami-1234567890abc-
defo. JIo ssuBaps 2016 roga naeHTH(MKATOPHI, HA3HAYaeMble BHOBb CO3/IaH-
HbIM 06pa3am AMI, BK/Iroua/ii BOCceEMb CMMBOJIOB TT0c/Ie meduica (Harpumep,
ami-1a2b3c4d). B mepuop ¢ suBapst 2016 roga no uwoHb 2018 rogma B Amazon
Tpolies IMpoLecc MU3MeHeHUsT UAeHTU(PUKATOPOB BCEX ITUX TUITOB PeCypCOB,
" Terepb nmociie geduca B uaeHTUGMUKATOPaAX UCIHOAb3yeTcs 17 cuMBOJIOB. B
3aBUCUMOCTH OT BpeMeHM CO3[IaHMs YUEeTHO 3alucu y BaC MOTYT MUMETbCS
pecypchl C KOPOTKUMMU UIAEHTU(UKATOpaMy, HO BCe HOBbIe PeCcypChl 3TUX
TUIIOB OYIYT MOJyYaTh O0jIee IJIMHHbIE UAeHTU(PUKATOPHI.

Tern

EC2 mo3BossieT aHHOTMPOBATh K3eMIUISIPbI (M Apyrue OOBeKThI, TaKue
Kak 06pa3pl AMI, Toma 1 rpyIiibsl 6e30MacHOCTHM) C TOMOIbIO HAacTpauBae-
MBbIX MeTaaHHbIX, KOTOpble Ha3bIBAIOTCS me2amu. Teru — 3TO MPOCTO Maphbl
CTPOK KJII0Y/3HaveHue. Harpumep, Mbl MOIJIM 6bI aHHOTUPOBATD 9K3EMILISIP
CO C/IefyoL MU TeraMu:

Name=Staging database
env=staging
type=database

Ecmm BbI KOrma-nmbo maBanau cBoemy 3k3eMiuisipy EC2 MMst B KOHCOMU
yrpasieHuss AWS, To HaBepHSIKa MCII0/b30Ba/IM TErU, JaXke He IOJ03peBast
00 sTom. EC2 peannsyeTt nMeHa 5K3eMIUISIPOB KaK TeIry; KU — Name, a 3Ha-
yeHMe —JIto60e 1Ms, KOTOpOoe BbI Jaiu 9K3eMILIIpy. KpoMe 3TOTO, B TEre Name
HeT HMYero 0COOeHHOTO, ¥ Bbl TAK)Ke MOsKeTe HaCTPOUTh KOHCOJb yIIpaBJie-
HMSI 111 OTOOpaskeHMsT 3HaUeHU IPYTUX TEroB.

Tern He 006s13aTeIbHO JOIKHBI ObITh YHUKAJIbHBIMU, TIO3TOMY MOXKHO CO-
3[aTh COTHIO 9K3eMIUISIPOB C OIHUM U Te€M >Ke TeroM. [I0CKOIbKy MOAY/IN IO -
nepsxkky Ansible EC2 4yacTo MCITONb3YIOT Teru AJIsl MAeHTUMUKAIIMY PeCypcoB
" peain3aliv UAEMIIOTEHTHOCTHU, OHM OYOYT YIIOMMHATBCS B 3TO¥ I71aBe He-
CKOJIBKO pas.

Crapavitecb npucBamBatb BceM pecypcaM B EC2 oCMbiC/eHHble
Terun, MOTOMY YTO OHM MFPaOT POsib CBOEOOPA3HOM [OKYMEHTa-
LMK,

YuyemHoie 0aHHble nonvb3oeamens

BrimonHsisg 3ampockl K Amazon EC2, Heo6X0IMMO YKa3bIBaTh yUETHbIE TaH-
Hble. Ilepen UCMOIb30BaHMEM Be6-KOHCOMM Amazon Bbl PErUCTPUPYETECH
¥ BBOAMTE CBOM JIOTMH U TIaposib Ajs Aoctyna. OgHako Bce KOMITOHEHTHI
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Ansible, BzaumoperiictBytonine ¢ EC2, UCIIONb3YIOT MPOTPaMMHBIII MHTEP-
deiic EC2 API. 3ToT nporpaMMHbIii MHTepdelic He TpeaycMaTpUBaeT UC-
MO/Ib30BaHMs MMeHM TT0/Ib30BaTe sl ¥ mapoJsis. BMecTo 3TOro UCIonb3yoTCs
IIBe CTPOKM — udeHmucpukamop karoua docmyna (access key ID) u cexpemHaotii
Koy docmyna (secret access key).

OGBIYHO 3TU CTPOKM BBITJISISAT TaK:

e UOeHTU(UKATOP KIH0UA JOCTYTIa: AKIAIOSFODNN7EXAMPLE;
e CEKpPEeTHBIN KITI0Y JOCTYyNa: wlalrXUtnFEMI/K7MDENG/bPxXRfiICYEXAMPLEKEY.

[TonyunTh 3TM yUueTHbIe JAaHHbIe MOXKHO B CJIy;KOe udeHmucukayuu u
ynpasnenus docmynom (Identity and Access Management, IAM). C ee momo-
b0 MOXHO CO37IaTh HECKOJIBKMX I0JIb30BaTesneli IAM ¢ pasHbIMU TIPUBY-
nerusmu. [Tocne co3maHus MOMb30BaATENS IJISI HETO MOYKHO CreHepupoBaTh
UIeHTUPUKATOP KII0Ua U CeKPEeTHBIN KU AOCTYyIIa.

bac pekoMeHayeT XpaHUTb MAEHTUMKATOP KIYa [OCTyna
M CEKPEeTHbIM K4 JO0CTyNna B MepeMEeHHbIX OKPYXEeHWS AWS_
ACCESS_KEY_ID M AWS_SECRET_ACCESS_KEY , TOTOMY YTO 3TO NO3BOASIET
ucnonb3oBaTb Moaynu EC2 v nnarvHbl MHBEHTapu3auum 6e3 co-
XPpaHeHMs YYeTHbIX AaHHbIX B Parnax Ansible.

bac nomewaeT ux B garin c UMeHeM .envrc, NpuMeHsas Wwnudposa-
HMe C MOMOLLbIO ansible-vault. ITOT (ain 3arpy>kaeTcs B MOMEHT
3anycka ceaHca. bac nonb3yet Zsh, noatomy onpepenset nepe-
MeHHble B dawne ~/.zshrc. Ecam Bbl nonb3yeTech Bash, To nomec-
™™Te ux B dainn ~/bash_profile. Ecnv Bbl ucnonb3yeTe Apyryto
KOMaHZHY0 060/104KY, OT/IMYHYO OT Bash munu Zsh, 10, BO3MOX-
HO, Bbl YK€ 3HaeTe, Kakow dain ncnonb3oBaTtb 415 OnpeaeneHums
3TUX NEPEMEHHbIX OKPYXEHUS:

export ANSIBLE_VAULT_PASSWORD_FILE =~/.apw_exe
$(ansible-vault view ~/.ec2.rc)

ANSIBLE_VAULT_PASSWORD_FILE — 3TO BbIMOAHSAEMbIA davn, C NOMO-
LLbH0 KOTOPOrO pacliMppOBbIBAETCS €LLe 0AMH (ain ¢ naponem.
bac ncnonb3syet GNU Privacy Guard (GPG), BapuaHT PGP c oTKpbI-
TbIM UCXOAHBIM KOAOM:

#!/bin/sh
exec gpg -q -d ${HOME}/vault_pw.gpg

GPG rapaHTupyeT xpaHeHue KOHPUAEHUMANbHbBIX AAHHbIX B 3a-
WKpPOBAHHOM BUAE: APYTMMU CIOBAMM, MAPOAMN K XPAHUIMULLY
HWUroe B cucTeMe He ByayT XpaHWUTLCS B OTKPLITOM BuAe. AreHT
GPG n3basnser oT He06X0AUMOCTU NOCTOSHHO BBOAMTb NapoJib.

[Tpn BeI30Be Monysel nmogmepskku EC2 3Ty CTpOKM MOSKHO MepenaTh Kak
aprymeHTsl. [Ij1s1 miarMHa AUMHaMMUUeCcKoii MHBEeHTapu3aluyu yYeTHbIe JaH-
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HbIe€ MOKHO OTIpefenThb B daiiie aws_ec2.yml (06CykmaeTcsl B CIeAyIOIIeM
pasgeine). OnHako moayin EC2 u mjiarMd [MuHaMmU4eCKOi MHBEHTapu3alun
MO3BOJISIOT MepelaBaTh yUeTHbIE JaHHbIe B IepeMeHHbIX OKpy>keHUs. Tak-
>Ke MOXXHO MCnonb3oBaTh IAM-pomn (https://oreil.ly/20ll2), ec/in Ballia yripasJisi-
IolIas MalllyHa cama SIBJISIeTCs 3K3eMIisipoM Amazon EC2.

MepemeHHble OKpYXeHUs

IlepenaBath yyeTHbIe maHHble EC2 B Momynu Ansible MOKHO He TOJTbKO
yepe3 aprymMeHTbl, HO U uyepes IepeMeHHble OKpy>keHus. B nipumepe 17.1
MOKa3aHo, KaK OoIpeAennTb Takye IepeMeHHbIe.

MNpumep 17.1. OnpeneneHne nepeMeHHbIX OKPYXXEHUS C YY4E€THbIMU AaHHbIMK EC2

# He 33byabTe 3aMEHMTb 3TN 3HAYEHNUA GAKTUYECKMMM YYETHBIMM [aHHbIMMN!
export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE

export AWS_SECRET_ACCESS_KEY=wJatrXUtnFEMI/K7MDENG/bPxXRfiCYEXAMPLEKEY
export AWS_DEFAULT_REGION=us-west-2

[Tocsie HACTPOTVIKM TTepeMeHHbBIX OKPYKEeHUS C YYeTHBIMU TaHHBIMU MOX-
Ho 3amyckaTbh Monyau EC2 Ansible Ha yrpaBisitoiiieit MaliHe, a Takxe UC-
MOJ/Ib30BaTh IVIAaTMHBI UHBEHTApU3aIUN.

®Paitnbl KOHPUrypauuu

B kauecTBe He6e30ITaCHOI aJbTEPHATUBBI IE€PEMEHHBIM OKPYKEHMUS
MOKHO MCIT0JIb30BaTh KOHMUTYpaIMOHHbIN (daiii. Kak o6cykmaeTcst B ciie-
nyronieM pasgene, Ansible ucronb3yet 6ubamnorexy Python Boto3 miist mop-
Iep>KKM coriaineHmnii Boto3 o XxpaHeHUM YUETHBIX TaHHbIX B (paiiie KoHM-
rypaiiuy Boto. MbI He 6yaeM paccMaTpuUBaTh 3TOT (popMaT 34€Ch, ITIOITOMY
3a JOTOJHUTENIbHOI MHpOpMalMeil obpaimiaiTech K JOKYMEHTAIMU IO
Boto3 (https://oreil.ly/FtqeK).

Heobxooumoe ycnosue: 6ubnuomeka Boto3 ons Python

s ucrionb3oBauust moaaepskku EC2 B Ansible Heo6xoaMo yCTaHOBUTD Ha
yIpaBisiioiei Maiae 6ubmmoTeky Boto3 mjist Python kak cuctemHbIi ma-
KeT. [IJ1s1 3TOro BBITIOJIHUTE C/IeAYIOIIyI0 KOMaHay':

# python3 -m venv --system-site-packages [usr/local
# source [usr/local/bin/activate
(local) # pip3 install boto3

Ecimn y Bac uMmeroTtcst paboraroriye sk3eMiuisipel EC2, morpo6yiiTe mpoBe-
PUTb MPAaBUIBHOCTb YCTAaHOBKM BOt03 M KOPPEKTHOCTDh YYETHBIX JaHHBIX C
TTOMOIIIbI0 KOMaHIHO cTpoku Python, kak moka3zaHo B mpumMepe 17.2.

U Jlng ycTaHOBKM ITakeTa MOXET MOTPeGOBATLCS UCIIONb30BaTh KOMaH Iy SUAO 1y akTMBMPOBATH BUP-

TyaJbHOE OKPY)KeHMe, B 3aBUCMMOCTH OT TOTO, KaK 6blia yCcTaHOBJIeHa cucTeMa Ansible.


https://oreil.ly/2oll2
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Mpumep 17.2. TectupoBaHue Boto3 u yyeTHbIX AaHHbIX

$ python3
Python 3.6.8 (default, Sep 9 2021, 07:49:02)
[GCC 8.5.0 20210514 (Red Hat 8.5.0-3)] on Llinux
Type "help", "copyright", "credits" or "license" for more information.
>>> import boto3
>>> ec2 = boto3.client("ec2")
>>> regions = [region["RegionName"] for region in ec2.describe_regions()["Regions"]]
>>> for r in regions:
print(f" - {r}")

- eu-north-1

- ap-south-1

- eu-west-3

- eu-west-2

- eu-west-1

- ap-northeast-3
- ap-northeast-2
- ap-northeast-1
- sa-east-1

- ca-central-1

- ap-southeast-1
- ap-southeast-2
- eu-central-1

- us-east-1

- us-east-2

- us-west-1

- us-west-2

>>>

Hccnemys Mopmynau, BXopsinye B coctaB Ansible, MOKHO HaTKHYTbCS Ha

ycTapeBIive MOIY/IN, Tpebyiomye 61ubaoreky Boto myig Python 2, Hanpumep
MOJYJIb ec2, TIOAiepsKBaeMblii KoMaH0i Ansible Core Team (He Amazon):

fatal: [localhost]: FAILED! => changed=false
msg: boto required for this module

B Takux ciayvasix ciaemyeT IMpoBepuThb ciieHapuit Ansible 1 yoeguTbest, 4To
B HEM MCITOJIb3YIOTCSI TIOJTHbIE IMEHA MOAYJIEN ¢ MpedUKCOM amazon. aws.

LduHamuyeckas UHeeHmapusauusa

ITpu pab6ore ¢ ceBepamu B EC2 y Bac efBa i OSIBUTCS KeJIaHME TIOIIeP3KI-
BaTh CBOIO KOIMMIO peecTpa Ansible, mocKo/ibKy OHa GyzieT ycrapeBath [0 Mepe
TIOSIBJIEHMSI HOBBIX CEPBEPOB U yaa/leHus cTapbiX. [opasgo mpoiie OTcaexm-
BaTh cepBepbl EC2, MCMO/b3ys MJIaruH JMHAMMUYECKO MHBEHTapuU3aLuu, o-
3BOJISIIONII TTOTYYUTb MHGOPMAIIMIO O XOCTax HermocpeacTBeHHO 13 EC2.
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OTOT IJIarMH SIBJISIeTCS YaCThIO0 KOJJIEKIMU anazon.aws (Bepcus 2.2.0 [https://
oreil.ly/OpS3x]). BO3MOXHO, y Bac yXe yCTaHOBJIeHA 3Ta KOJUIEKLNS, eC/IM Bbl
ycraHoBu/M rmakeT Ansible. YTo6bI TpoBepUTh, KaKast BEPCUsI YCTAHOBJIEHA,
BBITIOJTHUTE KOMaHIY:

$ ansible-galaxy collection list|grep amazon.aws

A 9TO6BI YCTaHOBUTD ITOCJIEAHIOIO BePCUIO KOJIJIEKIIMN — KOMaHOV:

$§ ansible-galaxy collection install amazon.aws

Pawnbie y Hac 6611 daitn playbooks/inventory/hosts, KOTOPBI Urpas Pojib
peectpa. Temepb MbI OymeM MCIIOAb30BaTh Katanor playbooks/inventory u
romecTuM B Hero daitn aws_ec2.yml.

B npumepe 17.3 mokasaHo, Kak OpraH130BaTh IMHAMMUYECKYIO MHBEHTA-
puU3aIunio.

Mpumep 17.3. InHammnyeckas MHBeHTapusaumua EC2

# MMHMMANbHbIA NpUMED MCMONb30BAHNA NEPEMEHHBIX OKPYXEHNS
# W3Bnekaet Bce xocThl B eu-central-1
plugin: amazon.aws.aws_ec2
regions:
- eu-north-1
- ap-south-1
- eu-west-1
- ap-northeast-1
- sa-east-1
- ca-central-1
- ap-southeast-1
- eu-central-1
- us-east-1
- us-west-1
# WrHopupoBaTh ounbkn 403
strict_permissions: false

Eciu BbI OoIIpene/Imian repemMeHHbI€ OKPY>KeHNA, KaK OIIMCbIBAJIOCh B ITpe-
ObIayiieM pasaesie, y BaC JO/DKHO IMOJYUUTHBCA ITPOBEPUTDH pa60Tocnoco6—
HOCTb CII€Hapusi:

$ ansible-inventory --list|jq -r .aws_ec2

CueHapuit DOJIKEH BbIBECTM MHGOPMAINMIO O Bammx sKk3eMruisipax EC2,
KaK IMOKa3aHo HIKe (KOHKPEeTHOe COMepskMMoe CITMCKa y Bac OyneT OT/au-
4aTbCs):

"hosts": [


https://oreil.ly/OpS3x
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"ec2-203-0-113-75.eu-central-1.compute.amazonaws.com"

]
}

KewmpoBaHue peecrtpa

Korma Ansible ucronb3yeT riaruH guHamMmuueckoii vHBeHTapusaium EC2,
OH (IJIarMH) JOJ/DKeH I0CIaTh 3alIPOChl OLHOM MM HECKOIbKMM KOHEUHbIM
toukam EC2 st monyueHust uHdopmainyu. IIocKombKy Bce 3TO TpebyeT Bpe-
MeHM, IPY NIePBOM 3amycKe IJIarMH KelupyeT MHGOpMaLKIO JOKaAbHO, a
IIpU NOUIeAYIOLMX BbI30BAX MCIOAb3YeT KellMpOBaHHbIE JaHHbIe, [I0Ka He
UCTeueT BpeMs AeiiCTBUS Kellla.

Takoe nosefeHMe MOXHO M3MEHUTb, OTPeNAKTUPOBAB IapaMeTphbl Ha-
CTPOViKM B KOH(buUrypauumoHHoM daiine ansible.cfg. Ilo ymomyaHnuio Bpems
nevictBus kemia coctasisieT 300 ¢ (5 myH). Eciu Kelll Ao/IKeH COXPaHSIThCS B
TeueHye Jyaca, TO yCTaHOBUTe 3HaueHue, paBHoe 3600, Kak TOKa3aHo B IIPU-
Mepe 17.4.

Mpumep 17.4. ansible.cfg

[defaults]

fact_caching = jsonfile

fact_caching_connection = /tmp/ansible_fact_cache
fact_caching_timeout = 3600

[inventory]

cache = true
cache_plugin = jsonfile
cache_timeout = 3600

C TakMMM HACTPOiKaMM B TeUeHMe CJIeTYIOLIero yaca peectp OymeT m3-
BJIeKaThCs ObicTpee. Ansible kemmpyet peectp B Kemre ¢akToB. YToObI yoe-
IOUTbCS, UTO Kelll CO3/IaH, BBITIOJTHUTE KOMAaHAY:

$ 1s /tmp/ansible_fact_cache/
ansible_inventory_amazon.aws.aws_ec2_6b737s_3206c

Mpun co3paHnmn unm yaaneHun 3K3eMnaspoB MaarMH AuHamuye-
CKOM MHBeHTapu3auum EC2 He Bynet oTpaxaTb 3TU U3MEHEHMWS,
KpoMe cny4aeB, Koraa CpoK AENCTBUSA KeLa UCTEK UK Kell Bbin
0OHOBNEH MPUHYANUTENBHO.

Odpyrve napamMeTpbl HACTPOUKH

®aitn aws_ec2.yml conepsKUT HECKOJIBKO TTapaMeTpPOB, YITPaBJISIONINX T10-
BeJleHMeM IUIarMHa JMHaMUIecKoi MHBeHTapu3aiun. [IockoabKy cam daiit
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CHa6keH MOAPOOHBIMY KOMMeHTapusmu (https://oreilly/FGx2h), Mbl He GymeM
pacckasbiBaTh 00 3TUX MTapaMeTpax B JeTasX.

OnpedeneHue QuHamu4veckux 2pynn ¢ NOMOWbI0 mez2oe

HarmoMHMM, 4TO IJIaTMH AMHAMMUYECKOI MHBEHTAPU3AIUY CO3AEeT IPYIIIThI
Ha OCHOBAHUM TaKUX TAHHbBIX, KK TUIT IK3€MILISIpa, TPyIina 6e30MmacHOCTH,
napa kiwoueit u Teru. Teru B EC2 aBsitoTcst Hanbosee yIoO6HbIM CIIOCOO0M
CO3[IaHMSI TPYIII, TOCKOJIbKY MX MOKHO OIPeIeIUTh KaKUM YTOAHO CITOCO-
60M.

[Tpu roMoIIM TUIarHa MHBEHTapU3aluy MOXKHO OMPEeNeUThb JOTOTHM-
TeJIbHbIE MeTaZaHHbIe [T peecTpa, Bo3Bpainjaemoro AWS. Harmpumep, MOX-
HO VICITOTTb30BATh keyed_groups JJISI CO3/IaHMSI TPYIII COITIACHO Teram 3K3eM-
TUISIPOB:

plugin: aws_ec?
keyed_groups:

- prefix: tag
key: tags

Ansible aBTOMaTMUYeCKM CO3TACT IPYIIITY C MMEHEM tag_type_web, cofepska-
IIYIO BCE CEPBEPBI C TETOM type=web.

EC2 nosBossieT npucBanBaTh 9K3eMILISIpaM 10 HECKOJIbKY TeroB. Harpu-
Mep, TP HAJIMUMM OTAETbHBIX OKPYKeH M [T TeCTMPOBAHMS M SKCILTyaTa-
1[MJ MOYKHO IIPMCBOMTD IIPOMBIIIJIEHHBIM Be6-cepBepaMm Ter:

env=production
type=web

ITocsie 3TOro Ha MPOMBIIIJIEHHbIE MAIIMHBI MOKHO CChIIATHCSI C [TIOMOIIBIO
tag_env_production, a Ha Be6G-cepBepbl — C IIOMOIIBIO tag_type_web. [Ipy He0O-
XOIVIMOCTM COC/IaThCS HA ITPOMBIIIJIEHHbIE Be6-cepBephbl MOKHO MCIT0/Ib30-
BaTb IIepeKpeCcTHbIN cuHTaKkcuc Ansible:

hosts: tag_env_production:&tag_type_web

MpucBanBaHue TeroB MMEKOLWMMCA pecypcam

B ugeanbHOM Cilyuyae rpucBavBaHue Teros sk3eminisgpaMm EC2 mpoucxo-
IUT B MOMEHT ux cosmaHusi. OgHako ecyiu Ansible ycraHaBiuBaeTcs IJist
yIIpaBJIeHUS yKe CYILIEeCTBYIIMMM 3Kk3emMiispamu EC2; y Bac HaBepHsIKa
OyZIeT MMeThCSI HEKOTOPOE MX KOJMYECTBO, KOTOPBIM ObLJIO ObI JKeJIaTeIbHO
MpucBOUTH Tern. B Ansible mmeeTcst MOIY/Ib ec2_tag, TO3BOJISIIOIINIA TIPUCBO-
WUTb Ter MUMeIOIIVIMCS 3K3eMILITpaM.

Hampumep, YTOOBI IIPUCBOUTDH IK3EMILJIIPaM TeIy env=prodution U type=web,
MOYXHO MCIOJb30BaTh IIPOCTONM CIl€HApWii, MpPenCTaBJI€HHbIA B MpuUMe-
pe 17.5.


https://oreil.ly/FGx2h
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Mpumep 17.5. MNMpucsansaHue Teros EC2 cywiecTByoLWmMM 3K3emMnaapam

- name: Add tags to existing instances
hosts: localhost
vars:
web_production:
- 1-1234567890abcdef0
- 1-1234567890abcdef1
web_staging:
- 1-abcdef01234567890
- 1-33333333333333333

tasks:
- name: Tag production webservers
ec2_tag:

resource: "{{ item }}"

region: "{{ lookup('env','AWS REGION') }}"
args:

tags: {type: web, env: production}
loop: "{{ web_production }}"

- name: Tag staging webservers
ec2_tag:
resource: "{{ item }}"
region: "{{ lookup('env','AWS REGION') }}"
args:
tags: {type: web, env: staging}
loop: "{{ web_staging }}"

B atom rnipumepe ucnonb3yercs cuHTakcuc YAML BcTpauBaHMS C10Ba-
peli, korma Teru ({ type: web, env: production}) MOMOTrawT CAeaTh ClieHa-
puii 601€e KOMITAaKTHBIM, HO TOYHO TaK 5K MOXXHO MCITOJIb30BaTh OObIYHBbIIA
CUHTAKCUC:

tags:

type: web
env: production

Co3paHue 60nee TOUHbIX HA3BaHMIA rpynn

JIopuH He JIIOOUT UCTIOIb30BaTh TaKMe MMEHA I'PYIIII, KaK tag_type_web. OH
MpeATIounTaeT 60siee MPOCThIe MMEHa, HalIPUMeED web.

Y106l MU3SMEHUTH MMS, HY>KHO B KaTasior playbooks/inventory mo6aBUTb HO-
BbIi (haiiy ¢ MHGOopMalluei o rpymmax. OTo o6bIYHbINi (aiin peectpa Ansible
c umeHeM playbooks/inventory/hosts (cM. ipumep 17.6).
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Mpumep 17.6. playbooks/inventory/hosts

[web:children]
tag_type_web
[tag_type_web]

[Tocste 3TOrO BBI CMOSKETE OGPAIIAThCS K IPYIIIIE web B orteparusx Ansible.

MnarMH MHBEHTApPM3aUUKM aws_ec2 MOALEPXKMBAET MHOXECTBO
LLpyrMx BO3MOXHOCTEN AN ynpasneHus peectpoM. [1ng Havana
[0CTaTovHo npumepa 17.3. JlononHutenbHble CBEAEHNS ULLKTE B
[OKYMEHTauuMu no nnarnHy aws_ec? (https://oreil.ly/nP8px).

BupmyansHbie yacmHele 0b6naka

Korpma B 2006 rony Amazon BriepBble 3amyctuia EC2, Bce sksemmspbl EC2
OBLIM TTOAK/IIOUYEHbI K OTHOJ IIockoi cetu!l. Kaxknplit sk3emruisip EC2 mo-
JyyaeT MpUBaTHBIN U mybauuHslii IP-agpeca. B 2009 romy Amazon mpep-
CTaBMJIa HOBBIMl MeXaHM3M OPTaHM3ALUU 8UPMYANbHO20 UACMHO20 001aKa
(Virtual Private Cloud, VPC). VPC mo3BoJsieT M0Jib30BaTe/NsIM YIIPaB/sTh
CII0cO60M 00beIMHEHMST SK3EeMIUISIPOB B CETb U ONpenessTh, OyaeT oHa
MyOGJIMYHO JOCTYITHOM win u3onupoBanHoil. TepmuH VPC ucCTonb3yeTcs: B
Amazon 1151 onMcaHusI BUPTYaJIbHBIX CeTeli, KOTOphIe M0/Ib30BaTe/IM MOTYT
co3zpasath BHYTpu EC2. VPC MOXHO paccMaTpuBaTh Kak M30JIMPOBAHHYIO
ceTb. [Ipu co3ganuu VPC ykaspiBaeTcs auarnasoH IP-aapecoB. DTO JOMKHO
OBITh TTOJMHOKECTBO OJTHOTO M3 AMANa30HOB YacTHbIX agpecos (10.0.0.0/8,
172.16.0.0/12 vnu 192.168.0.0/16).

BupTyasbHylo ceTb MOXXHO pa3feanTb Ha MOACEeTU C nuana3zoHamu IP-
ajJipecoB, KOTOpbie SIBJSIIOTCSI MOAMHOKeCTBaMM auariasoHa IP-agpecos
Bceli cetu VPC. B npumepe 17.14 mokaszana VPC ¢ amamnasoHom IP-
agpecos 10.0.0.0/16, u B Hei1 onpenenstorcs ase noacetu: 10.0.0.0/24 n
10.0.10/24.

3armyckas 3K3eMIUISIP, Bbl Ha3HauvaeTe eMmy noaceTb B VPC. IToaceTyt MOX-
HO HACTPOUTH TaK, UTOOBI BallM SK3EMILISIPHI MOTyYaIy OOLIEeTOCTYITHbIE
unu yactHble IP-agpeca. EC2 Takske ITO3BOJISIET ONIPeNesiTh TAGIMIIbI MapIll-
pyTusauyuu st Tpaduka Mexay IMOACETSIMU U CO3/1aBaTh MHTEPHET-IITI03bI
NI MapuIpyTusamnum Tpaduka u3 mojceTeil B MUHTEPHET.

Hacrtpoiika cetu — cjiokHast TeMa, KOTOpasi (4ajieKo) BbIXOAUT 32 PaAMKU
9TOV KHUTHU. [IJIS1 TIOSTyueHMsT JOTIOJTHUTEIbHOM MHbOopMaIy obpaiiaiTech
K nokymeHTauuu Amazon EC2 o VPC (http://amzn.to/1Fw89Af).

! BuyTpeHHsis ceThb Amazon OenTCs Ha TOZCEeTH, HO MOJIb30BATEI He MOTYT yIIPABJISATh pacrpeesie-

HMEeM 3K3eMIISIPOB 110 3TUM IIOCEeTIM.
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Kouguzypupoeanue ansible.cfg
019 ucnons308aHus ¢ ES2

Korpa Jlopun mucnonb3yet Ansible g5t HacTpoiiku ak3emiuisipoB EC2, oH fo-
OaBjsIeT CyIemyIOINVe CTPOKY B ¢aiin ansible.cfg:

[defaults]
remote_user = ec2-user
host_key_checking = False

B 3aBUCMMOCTM OT MCIIO/Nb3yeMbIX 00pa30B 4acTo TpebyeTcs MOIKIIIO-
yaTbCsa o SSH, B3SIB MMSI KOHKPETHOTO II0/Ib30BaTessl, B JTaHHOM Ciy4dae
ec2-user, HO 3TO TaKKe MOXXeT OBbITb ubuntu MJIM centos. JIopMH TaKkKe OTKIIIO-
YaeT MPpOBepPKy KIKUei X0CTa, TaK KaK 3apaHee HeM3BECTHO, KaKye KIUn
TIOHAIO0SITCS [IJIST HOBBIX 9K3eMIUISIPOB!.

3anyck Ho8bIX 3K3eMn/isipos

Mopynb amazon.aws.ec2_instance ITO3BOJISIET 3aITyCKaTh HOBbIE SK3EMILISIPBI B
EC2. 910 ogyu 13 HauboIee CIOKHBIX MOyeii Ansible, TOCKONbKY HoaIep-
KMBAeT OrPOMHOE KOJIMYECTBO apryMeHTOB.

B nipumepe 17.7 mokasaH MPOCTON CLeHapuil 4js 3arycka SK3eMIuIspa
Ubuntu 20.04 B EC2.

Mpumep 17.7. MMpocTon cueHapui gna cosganuns sksemnnspa EC2

- name: Configure and start EC2 instance
amazon.aws.ec2_instance:
name: 'webl'
image_id: 'ami-0e8286b71b81c3ccl’
instance_type: 't2.micro'
key_name: 'ec2key'
region: "{{ lookup('env', 'AWS_REGION') }}"
security_group: "{{ security_group }}"
network:
assign_public_ip: true
tags:
type: web
env: production
volumes:
- device_name: /dev/sdal
ebs:
volume_size: 16
delete_on_termination: true

L' Ot Jlopuna: [TomyunTh KIHOUM MOKHO, mociaB EC2 3ampoc Ha BHIBOJ, 9K3eMIUIsIpa B KOHcoyu. Ho mor-
SKeH MPU3HATHCS, YTO SI HUKOTZIA He YTPYKIAI ce6st 3TUM, MOCKOIbKY HUKOT/IA He CTaJIKUBAJICS C He-
06XOIVIMOCTBIO M3BJIeUEHMSI KJIIOUeli XOcTa 13 BbIBOZIa B KOHCOMM.
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wait: true
register: ec2

IaBaiiTe pacCMOTPUM 3HAYEHUST TaPaMETPOB.

» Ilapamertp image_id B mpumepe 17.7 ompenenseT uaeHTUOUKATOP 00-
pasa mamnHbl Amazon (AMI ID), KOTOpbIl HY>KHO YKa3bIBaTh BCEr/Ia.
Kak y>ke roBOpMJIOCh BbIllle, 06pas — 9T0, 110 CyTH, GhailyioBast cucTeMa,
collepskalllasl YCTAHOBJIIEHHYIO OIEpPalMOHHYI0 cucTeMy. Vcronb3o-
BaHHBII B TIpUMepe UAeHTUDUKATOP ami-0e8286b71b81c3ccl OTHOCUTCS
K 00pasy ¢ ycTaHOBJIEHHO 64-6uTHOIT Bepcueit CentOS 7.

» Ilapamertp instance_type omuchiBaeT KonmuecTBo saaep CPU, o6beMm ma-
MSITU M XpaHUIUIIA, KOTOPBIMM OyaeT pacrosaraTh sk3eMIusip. EC2
He II03BOJISIET YCTAHABIMBATH ITPOU3BOJIIbHbIE KOMOMHALIMM KOJN-
YyecTBa siIep, oobeMa MmaMsITH M XpaHuauina. Bmecto sToro Amazon
ompezensieT HAbop TUIIOB 3K3eMIUIIpoB'. B mpumepe 17.7 mcrnonb3y-
eTCSl TUII 9K3eMIUIsSIpa t2.micro. 3T0 64-6UTHBIN SK3eMILISP C OOHUM
rporeccopom, 1 ['6aiT orepaTUBHONM MaMSITY M XPaHMUIUILEM Ha OC-
HoBe EBS (mogpo6Hee 06 3TOM UyTh HIKeE).

e IlapameTp key_name CChIIAE€TCS Ha Iapy Kiawo4deit SSH. Amazon MCnonb-
3yeT maphbl Kitoueit SSH 1151 mpegocTaBaeHys JOCTYIA K X CepBEpaM.
Ilo 3arrycka rmepBoro cepepa BaM He006XoauMO Jib0 co3aTh HOBYIO
rmapy SSH-kitoueit, 1160 BBITPY3UTh OTKPBITHIN KIIIOU U3 ITapbl, CO-
30aHHOJ 3apaHee. B 1r060M crydae BbI JOJKHBI JATh VIMSI ITape K-
yeit SSH.

« TlapameTp region orpenensieT reorpaduueckoe MeCTOIOIOKEeHNe [IeH-
Tpa 06paboTKM JAaHHbIX, I1e OyaeT 3amyIieH 5K3eMIUIsIp. B aTom mpu-
Mepe MbI UCITOJIb3yeM 3HAUEHMe TIePeMEHHOM OKPY>KEHMST AWS_REGION.

o [lapameTp security_group OIlpejesisieT CIMCOK I'PyI 6e30MacHOCTU —
npaBua GpaHIMayspa, CBSI3aHHBIX C IK3EMIUIIPOM. DTU TPYIIIbI
0e30MacHOCTM OIpeNessioT, KaKue TUIIbI BXOOSIIUX U MCXOHSIINX
coemyHeHuit paspelneHsl. Harpumep, Be6-cepBepy paspelieHo mpo-
carymBaTh TCP-mmopThl 80 1 443, a cucteMe Ansible paspereHo mop-
Kkino4daTbes 1Mo SSH yepes3 TCP-miopt 22.

B paspese network MbI yKasajiu, YTO HaM HY>KeH OOIEIOCTYITHbIN [P-
ajJpec B MIHTEpPHETE.

o [IlapameTp tags CBSI3bIBaeT MeTaJaHHbIE C IK3eMILISIPOM B (popMe Te-
roB EC2 kitou/3HaveHme. B mpenpiayiem mpumMepe 6bU Ha3HAUeHbI
Clenyrouue Tern:

tags:
Name: ansiblebook

I Cywectsyer ymo6HbIi (HeobuumanbHbit) Be6-caiT (https://oreil.ly/ztoCB), rme MoskHO HaiiTh eqyuHYIO

TaGINILy CO BCEMM TOCTYITHBIMM TUTIAMU 3K3eMIuIsipoB EC2.


https://oreil.ly/ztoCB
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type: web
env: production

Bbi30B Moayns amazon.aws.ec2_instance M3 KOMaHAHOM CTPOKK —
CaMblIi NpOCTOM CNOCOD 3aBepLIUTL IK3EMNAAP, ECIN Bbl 3HAETE
ero ngeHtudukaTop:

$ ansible localhost -m amazon.aws.ec2_instance -a \
"instance_1d=1-01176c6682556a360" \
-3 state=absent’

Mapel knroveli EC2

B nipumepe 17.7 MbI peanonoxmin, 4To Amazon yxe 3HaeT O Iape KIIH0-
yeli SSH ¢ numeHem mykey. [laBariTe mOCMOTPMM, KaK MOXXHO MCII0JIb30BaTh
Ansible 17151 co3gaHMsI HOBBIX Map KIIIOYEi.

Co3paHue HOBOro KaKo4ua

ITpu co3maHMy HOBO Maphl KJII0UEei Ha OCHOBE MapoIbHOM (hpasbl Amazon
reHepupyeT napy kiaodeii Tura ed25519 ¢ 3anmToit B31oMa METOIOM ITPO-
CTOrO Iepebopa:

$ ssh-keygen -t ed25519 -a 100 -C '' -f ~/.ssh/ec2-user

OTKpBITHIN KITIOU coxpaHsieTcs B (aiine ~/.ssh/ec2-user.pub. B aTom daiine
OyIeT co3maHa BCero oJfHa CTpPOKa, HalpuMep:

ssh-ed25519 AAAAC3NzaC11ZDIINTESAAAATOvcnUtQI2wd4GwfOL4ARCkmwTinG1Zw71396EpVObsIx

Bbirpyska oTKpbITOro Kioua

Co3maB mapy kiaw4deii SSH, BbI JO/KHBI BBITPY3UTH OTKPBITHIN KIOU B
Amazon. 3aKpbIThIN KU He NO/DKEH HMKOMY IepedaBaThCsl, TAKKe Hexke-
JIaTebHO MepeaBaTh KOMY-JIMO0 OTKPbBITHIN KII0U. ITO BOIPOC KOHPUIEH-
LIMAJIBHOCTU ¥ 6e3011aCHOCTN.

- name: Register SSH keypair

hosts: localhost

gather_facts: false

tasks:

- name: Upload public key
amazon.aws.ec2_key:

name: ec2key
key material: "{{ item }}"
state: present
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force: true
no_log: true
with_file:

- ~/.sshfec2key.pub

[pynnsei 6e3onacHocmu

B mpumepe 17.7 mpeprionaraeTcsi, YTo rpyria 6€30MmacHOCTY my_security_group
yKe cyllecTByeT. [IpoBepuTh Hanuuue Tpymi mepen MX UCIOIb30BaHUEM
MO>KHO C IIOMOLIBIO MOZYJISI amazon.aws.ec2_group.

['pyrinbl 6e30MTaCHOCTM TTOXOXKM Ha MpaBwia 6paHaMayaspa: OHU OIpe[ie-
JISIFOT, KTO M KaK MOKeT ITOAK/IIYaThCs K MalinHe. B ipumepe 17.8 onpene-
JIIeTcsl TpymIa 6e30MacHOCTH, TTO3BOJISIONIAs JTI000MY XOCTY B MHTEpHETe
nmoakIoUaThbcs K mopraMm 80 u 443. B aToM IpuMepe TakKe pa3pelraeTcs
JI060MY XOCTY TTOJK/TIOUAThCS K IMOPTY 22, HO, BO3MOXHO, BbI peILlITe Orpa-
HUYUTH CIIMCOK XOCTOB, 3a7JaB KOHKpeTHbIe aapeca. Pa3pelieHsl Takke UC-
xXopsuye coenHeHus ¢ KeM yrogHo B uHTepHeTe o HTTP u HTTPS. Ucxo-
Isiye coeHeHsI HaM HeOOXOAMMbI [IJIs1 3arPy3Ky MTakeTOB U3 MHTepHeTa.
Bonee 6e301acHO abTepHATUBO ObLIO ObI pa3pelInTh JOCTYII K PEIIo3u-
TOPUIO WU GUIBTPYIOLEMY ITPOKCHU-CEPBEPY.

Mpumep 17.8. Tpynnbl 6e30nacHOCTH

- name: Configure SSH security group
amazon.aws.ec2_group:
name: my_security_group
description: SSH and Web Access
rules:

- proto: tcp
from_port: 22
to_port: 22
cldr_ip: '0.0.0.0/0'

- proto: tcp
from_port: 80
to_port: 80
cldr_ip: 0.0.0.0/0

- proto: tcp
from_port: 443
to_port: 443
cidr_ip: 0.0.0.0/0

rules_egress:

- proto: tcp
from_port: 443
to_port: 443
cldr_ip: 0.0.0.0/0
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- proto: tcp
from_port: 80
to_port: 80
cldr_ip: 0.0.0.0/0

[Ins Tex, KTO TIpeskze He TI0b30BasICs IpyIinamMu 6e301acHOCTH, ITOSICHUM
Ha3HauyeHMe rmapaMeTpoB B cjioBape rules (cM. Tabm. 17.2).

Tabnuua 17.2. MNapameTpbl npasun rpynn 6e30nacHoCTH

Mapmetp OnucaHune

proto Mpotokon IP (tcp, udp, icmp) nnum all, yToGbl pa3peLlnTb BCe MPOTOKObI U MOPThI
cidr_ip MopceTb IP-appecos, paspelueHHbix Ans noakatoyeHus, B Hotauumn CIDR
from_port [MepBbii NOPT B CNUCKE pa3peLleHHbIX

to_port lMocnenHuit NOPT B CMUCKe paspeLleHHbIX

PaspeweHHble IP-appeca

I'pyrimsl 6€30MacHOCTY MMO3BOJISTIOT OTIpenessTh IP-agpeca, KOTOPBIM pas-
peleHo MOAK/II0UaThCS K 9K3eMIUISIpy. [ToficeTh ompeiesnsieTcs ¢ ITOMOIIbIO
HoTauuu 6ecknaccoBoii aapecaruu (Classless InterDomain Routing, CIDR).
[Tpumep nomceTu, onmcaHHo ¢ momonipio HoTayuu CIDR: 203.0.113.0/24.
OTa 3amuch 03HAYAEeT, UTO nepBbie 24 6ura IP-agpeca gOIKHBI COOTBETCTBO-
BaThb epBbIM 24 6uTaM agpeca 203.0.113.0. IHOTHA JTIOAV TOBOPSIT «/24» [jist
ob6o3HaueHus pasmepa CIDR, 3akaHUMBaIOLIerocs Ha /24.

/24 - yno6HOe 3HaUeHMe, TTOCKOJIbKY COOTBETCTBYET TPEM IEPBBIM OKTe-
TaM agpeca, a uMeHHo 203.0.113% DTo 3HAUMT, UTO 11000 [P-agpec, HauUM-
Haromuiics ¢ 203.0.113, HaxoguUTCsT B 9TOJ MOACETH, T. e. 6o IP-agpec
n3 nuarnasoHa ot 203.0.113.0 mo 203.0.113.255. OgHako uMeiTe B BUAY, 4YTO
azgpeca c rocaegHuM okTeTom O mau 255 HeJb3s MCII0Ib30BaTh IJISI XOCTOB.

Anpec 0.0.0.0/0 o3HavaeT, YTO yCTaHABAMBATb COeIMHEHMS pa3pellieHo C
nmob6oro IP-agpeca.

MopTbl rpynn 6e3onacHocTH

EAVHCTBEHHOE, UTO HaM KaXkeTCs CTPaHHBIM B Ipyrrax 6e30macHOCTU
EC2, — 370 HOTauus from_port u to_port. EC2 mo3BosisieT ornipefesisaTh Auara3oH
TIOPTOB, K KOTOPBIM pa3pelleH focTyn. Harpumep, BOT KaK MOXKHO yKa3aThb,
yto TCP-coenuHeHMs pa3pelieHsl ¢ J06bIM 13 TopToB ¢ 5900 mo 5999:

- proto: tcp
from_port: 5900

! Tak c;iy4mioch, 9To 3TOT IPUMeED COOTBETCTBYET 0c060My auanasony IP-agpecos TEST-NET-3, sape-

3epPBMPOBAHHOMY [1JIsI TpUMepPOB. ITO example.com njist [P-tioaceTeii.
Toncern /8, /16, /24 — oueHb XOpoLIVe NIPMUMePDI, TOCKOIbKY PACYeThl B 3TOM CIydae ropaszo Jierde
BBITIOJIHSITh, YeM, CKaXkeM, B cirydae /17 munm /23.

2
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to_port: 5999
cidr_ip: 0.0.0.0/0

OnHako Mbl CUMTaeM TaKyH HOTALMIO 3aIlyThIBAIOIE, TOCKOIbKY CaMu
HMKOTTA He YKa3bIBaeM IyaIra3oHbl IOPTOB'. BMeCTO 3TOro Mbl 0OBIYHO pas-
pelniaeM IOPTHI C HOMepaMu, He UOYIIMMMU TTOAPS, TakMMU Kak 80 u 443,
BeencTBye 9TOrO MOYTH B JIFO6O0M CUTyallMy IapaMeTpsl from_port M to_port
OyoyT OAVHAKOBBIMM.

Mopnynb amazon.aws.ec2_group MMeeT MHOI'0 APYTUX ITapaMeTpoB. 3a AOT0J-
HUTeNbHOM MH(OpMaIlyeit obpalainTech K JOKyMeHTaLUN.

lMonyueHue nocnedHeii eepcuu AMI

B npumepe 17.7 mb1 siBHO yKa3anu CentOS AMI:
image_1d: ami-0e8286b71b81c3ccl

Ho Takoii noaxo He roOAUTCS, eC/IV BAPYT TOSIBUTCS >KeJlaHue 3alyCTUTD
HoBejtmmit 06pa3 Ubuntu 20.04. CBsizaHo 3T0 ¢ TeM, uTo Canonical (kom-
naHus, yrpasisiomnias npoekrom Ubuntu) yacTo BbIITycKaeT HeGoOJbIIMe
OOHOBJIEHMS, ¥ IJIS1 KaXKIOT0 HOBOTO BBIITyCKA FeHepUPYeTCs] HOBBI 00pas
AMI. Ecnin enie Buepa uaeHTUGUKATOP ami-0d527b8c289b4af7f COOTBETCTBOBA
HoBejimeMy Boimycky Ubuntu 20.04, To 3aBTpa 3TO MOXeT ObITh y3Ke He TaK.

B konnekmumu amazon.aws UMeETCS MUHTEPECHbIN MOAY/Ib ec2_ami_info, U3BJIE-
KaIOIINii CITMCOK UAEHTU(HUKATOPOB 00pa3oB AMI, COOTBETCTBYIOUIUX KPU-
TepUSIM IOMCKa, TAKUM KaK MM o6pasa muau Teru. Ilpumep 17.9 geMmoHCTpu-
pyeT, KaK MCIOAb30BaTh 3TOT MOAY/Ib M/ 3aIycKa MocaeaHeil 64-0MTHOI
Bepcuu Ubuntu Focal 20.04 na EBS-3sk3emiuisape ¢ muckamu SSD. Bl MoskeTe
MCII0JIb30BATh 3TOT IIPUEM AJI CO3IaHMS IK3eMIUISIPa C IOCaeJHel Bepcuen
AMI.

MNpumep 17.9. MNonyueHne naeHtndukatopa AMI Hosewer Bepcun Ubuntu

- name: Find latest Ubuntu image on Amazon EC2
hosts: localhost
gather_facts: false
tasks:
- name: Gather information on Ubuntu AMIs published by Canonical
amazon.aws.ec2_ami_info:
owners: 099720109477
filters:
name: "ubuntu/images/hvm-ssd/ubuntu-focal-20.04-*"
architecture: "x86_64"
root-device-type: "ebs"

! BuumaresbHbIe UUTATEIM HABEPHSIKA 3aMETUJIN, UTO MOPThI 5900—5999 06BIYHO UCTIONb3YIOTCS TIPO-

ToKosioMm VNC YIpaBJ/ieHU yaa/IeHHbIM pa6oq1/1M CTOJIOM — OOHMM M3 HEMHOTUX, OJII KOTOPbIX YKa-
3aHMe auarasoHa IopToB MMeeT CMbICIT.
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virtualization-type: "hvm"
state: "available"
register: ec2_ami_info

- name: Sort the list of AMIs by date for the latest image
set_fact:
latest_ami: |
{{ ec2_ami_info.images | sort(attribute='creation_date') | last }}
- name: Display the latest AMI ID
debug:
var: latest_ami.image_id

B maHHOM cjTy4ae Mbl JO/DKHBI 3HATh COIJIAIIEHVE, MCIIO/b3yeMoe JIJis
mnmeHoBaHMst 06pa3oB Ubuntu. B cryuae ¢ Ubuntu nms o6pasa Bcerma 3aKaH-
YMBAETCSI OTMETKOV BpeMeHU, Hanpumep: ubuntu/images/hvm-ssd/ubuntu-
focal-20.04-amd64-server-20211129. B mapaMmeTpe name MOIYJISI ec2_ami_info
IOTYCKAeTCsl MCIIOIb30BaTh MIAGJIOHHbIN CMMBOJ *. 3aJadya pPerucTpupyer
CIIMCOK 006pa3oB AMI, 6iarogapst ueMy MOKHO Y3HATh, KaKoil 06pa3 caMblii
CBEXMi1, OTCOPTUPOBAB CIIMCOK IO JaTe CO3TAaHMUS M B3SIB U3 HEro caMblii
MOC/IeIHUI 37IeMEeHT.

B kaxaoM ouctpubytnee Mcnonb3yeTcs CBOS CTpaTerns MMeHo-
BaHus 0bpazos AMI, noatomy, utobbl pa3BepHyTb 06pa3 AMI ¢
oncTpubyTrnBoM, oTamyHbiM oT Ubuntu, BaM noHagobutcsa npo-
BECTM HEKOTOPOE MWCCIeLOBaHUE M OMpPenenuTb MOAXOASLLYH
CTPOKY Nnoucka.

Jo6asneHue H08020 3K3eMnaapa e 2pynny

Wuorna JIopyH npeAnoymnTaeT HaIMcaTh €AMHBINA ClieHapuii IJ1s 3a1TyCKa K-
3eMILJISIpa M 3aTeM BbIIIOTHSTh Ha 9K3eMILIsIpe Apyrue clleHapuu.

K coxkanenuto, oo 3arrycka ciieHapus XOCT ellle He CyIlleCcTBYyeT. 3allpeT Ke-
HIMPOBaHMS B ClieHapUM AMHAMMWUY€eCKO MHBEHTapMU3alMu TYT He TIOMOXKET,
roromy 4To Ansible BbI3bIBaeT €ro B caMoM Hayajie, 10 CO3aHMs XOCTa.

Ist o6aBIeHMSI SK3eMILISIpa B TPYIIITY MOKHO MCITI0/Ib30BaTh 3a/1a4y, BbI-
3bIBAIOIIYI0 MOIY/b add_host, Kak ITOKa3aHoO B Ipumepe 17.10.

Mpumep 17.10. lobaBneHne sk3emnagpa B rpynny

- name: Create an ubuntu instance on Amazon EC2
hosts: localhost
gather_facts: false
tasks:
- name: Configure and start EC2 instance
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amazon.aws.ec2_instance:
name: 'webl'
image_id: "{{ latest_ami.image id }}"
instance_type: "{{ instance_type }}"
key name: "{{ key_name }}"
security group: "{{ security group }}"
network:
assign_public_ip: true
tags: {type: web, env: production}
volumes:
- device_name: /dev/sdal
ebs:
volume_size: 16
delete_on_termination: true
wait: true
register: ec2

- name: Add the instances to the web and production groups
add_host:
hostname: "{{ item.public_dns_name }}"
groupname:
- web
- production
loop: "{{ ec2.instances }}"
- name: Configure Web Server
hosts: web:&production
become: true
gather_facts: true
remote_user: ubuntu
roles:
- webserver

Mopaynb amazon.aws.ec2_instance BO3BpaLlLaeT C/I0Bapb C 60MbLINM
KOJIMYECTBOM MHbOPMaLMM 0 3anyLEHHbIX 3K3eMnaspax. Yro-
Obl NPOYNUTATb LLOKYMEHTALLMIO, BbINOJHUTE CIEAYIOLLYH0 KOMaHy
[LNS YCTAHOBNEHHOM KONMNEKLIMK:

$ ansible-doc amazon.aws.ec2_instance

O)xudaHue 3anycka cepeepa

Oo6naka IaaS, Takme kak EC2, TpeOyIOT oripee/IeHHOIO BpeMeHM [IJIsl Co3/a-
HMSI HOBOTO 3K3eMIUISipa. DTO 3HAYMT, YTO HEBO3MOXKHO 3ayCTUTD CLi€Ha-
puii Ha s3k3eMIuisipe EC2 cpa3sy 1mociie OTIIpaBKy 3aIipoca Ha ero Co3JgaHue.
Heo6x0m1Mo Mook aaTh, [TOKa 3TOT 3K3eMIUISp 3amyCcTUTCsI. Takke MMmeiiTe
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B BUY, YTO 3K3eMILISIP COCTOUT U3 HECKOJbKUX YacTeit, co3aBaeMbIX I10
ouepenu. [ToaToMy BaM MpUAETCS MOAOXKIATh, HO KakK 3TO OpraHn30BaTh?

Mopnynb ec2 ToaAepXXMBaeT JJisl 3TOTO MapaMeTp wait. ECin B HeM Iepe-
IaTh yes, TO MOMYJ/Ib ec2 HE BepHeT YIIpaBJ/ieHMsI, [T0Ka 9K3eMIUISIp He repeii-
IeT B pabouee COCTOSTHME.

OnHako IpOCTO 3aepskKKM B OXXUIAHMM 3aITycka 9K3eMIUIsipa He1oCTa-
TOYHO, HEOOXOAMMO JOXKIAThCS, TOKA 9K3eMILISP IIPOABMHETCS JOCTATOUHO
JaJieKo B IIpoliecce 3arpysku 1 3amycTuT cepsep SSH.

Kak pa3 [ Takux cryyaeB HammMcaH MOIY/b wait_for. BOT Kak MOXKHO MC-
T0JIb30BATh MOMYJIN ec2 U wait_for, UTOOBI 3aITyCTUTH SK3EMIUISIP U TOKIATh-
Cs1, KOTIA OH CTaHeT I'OTOB IIPUMHMMATh coequHeHns uepes3 SSH:

- name: Wait for EC2 instance to be ready

wait_for:
host: "{{ item.public_dns_name }}"
port: 22
search_regex: OpenSSH
delay: 60

loop: "{{ ec2.instances }}"
register: wait

BbI30B wait_for MCITONb3yeT apryMeHT search_regex IJISI TIOMCKA CTPOKU
OpenSSH TTOC/Ie TOOKJII0UEHMS K XOCTY. Vifest COCTOUT B TOM, YTO B OTBeT Ha
TIOTBITKY YCTAHOBUTD coeiiHeHe GYHKIIMOHUPYIOIIii cepBep SSH BepHeT
CTPOKY, IIOXOXYI0 Ha Ty, UTO II0Ka3aHa B ripumMepe 17.11.

Mpumep 17.11. OTBeT cepBepa SSH, paboTatowero B Ubuntu
SSH-2.0-0penSSH_8.2p1 Ubuntu-4ubuntu0.3

Mo>kHO ObLJIO ObI C ITOMOIIbIO MOAY/IS wait_for IIPOCTO IPOBEPUTH 0-
CTYIHOCTD nopra 22. OGHAKO MHOTrAA CJIy4aeTCsl Tak, YTO B Mpollecce 3a-
rpy3ku ceppep SSH ycren oTKpbITh OPT 22, HO ellle He 'OTOB 00pabaThI-
BaTb 3aIIPOChI. 3[1eCh TAaKKe orpeeseHa 3aJiepskka B OIHY MUHYTY, TOTOMY
4yTO IJIs IMyonuKauuy uMeHu cepBepa B DNS Toske TpebyeTcsi HEKOTOpoe
BpeMs. OxkugaHue MepBOHAYAJIbHOTO OTBeTa rapaHTUPYeT, UTO MOAYIb
wait_for BepHeT yIipaBJjieHMe, TOJbKO Korjaa cepBep SSH 6ymeT MOIHOCThIO
paboTocrnocobeH.

lModsedeHue umozoe

B npumepe 17.12 npuBognUTCS ClieHapuii, co3aaroimii sk3eMmiuisip EC2 u Ha-
CTpauBalOLINii ero Kak Be6-cepsep. ClieHapuii IBASIeTCS UAEMIIOTEHTHBIM,
T. €. €r0 MOKHO CIIOKOMHO 3amIyCKaTh HECKOJIBKO pa3 — OH CO34aCT HOBBI
9K3eMIUISIP, TObKO eC/IU TOT ellie He ObUT CO3/IaH.



loaBeneHue utoros

Mpumep 17.12. ec2-example.yml: 3aKOHYEHHBIN CLLeHapUit AN CO3aaHUs
ak3emnnsapa EC2

- name: Provision Ubuntu Web Server on Amazon EC2
hosts: localhost
gather_facts: false
vars:
instance_type: t2.micro
key name: ec2key
aws_region: "{{ lookup('env', 'AWS_REGION') }}"
security group: my_security group
tasks:
- name: Upload public key ec2key.pub
amazon.aws.ec2_key:
name: "{{ key_name }}"
key material: "{{ item }}"
state: present
force: true
no_log: true
with_file:
- ~/.ssh/ec2key.pub

- name: Configure my security group
amazon.aws.ec2_group:
name: "{{ security group }}"
region: "{{ aws_region }}"
description: SSH and Web Access
rules:
- proto: tcp
from_port: 22
to_port: 22
cidr_ip: '0.0.0.0/0'
- proto: tcp
from_port: 80
to_port: 80
cidr_ip: 0.0.0.0/0
- proto: tcp
from_port: 443
to_port: 443
cidr_ip: 0.0.0.0/0
rules_egress:
- proto: tcp
from_port: 443
to_port: 443
cidr_ip: 0.0.0.0/0
- proto: tcp
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from_port: 80
to_port: 80
cldr_ip: 0.0.0.0/0

- name: Gather information on Ubuntu AMIs published by Canonical
amazon.aws.ec2_ami_info:
region: "{{ aws_region }}"
owners: 099720109477
filters:
name: "ubuntu/images/hvm-ssd/ubuntu-focal-20.04-*"
architecture: "x86_64"
root-device-type: "ebs"
virtualization-type: "hvm"
state: "available"
register: ec2_ami_info

- name: Sort the list of AMIs by date for the latest image
set_fact:
latest_ami: |
{{ ec2_ami_info.images | sort(attribute='creation_date') | last }}

- name: Configure and start EC2 instance
amazon.aws.ec2_instance:
region: "{{ aws_region }}"
name: 'webl'
image_id: "{{ latest_ami.image_id }}"
instance_type: "{{ instance_type }}"
key_name: "{{ key_name }}"
security_group: "{{ security_group }}
network:
assign_public_ip: true
tags:
type: web
env: production
volumes:
- device_name: /dev/sdal
ebs:
volume_size: 16
delete_on_termination: true
wait: true
register: ec2

- name: Wait for EC2 instance to be ready

wait_for:
host: "{{ item.public_dns_name }}"
port: 22

search_regex: OpenSSH



Co3naHue BUPTYabHOTO YacTHOro obniaka <+ 351

delay: 30
loop: "{{ ec2.instances }}"
register: wait
- name: Add the instances to the web and production groups
add_host:
hostname: "{{ item.public_dns_name }}"
groupname:
- web
- production
loop: "{{ ec2.instances }}"

- name: Configure Web Server
hosts: web:&production
become: true
gather_facts: true
remote_user: ubuntu
roles:

- ssh
- webserver

OmnpeneneHus posneii 1jis1 ITOTO MpUMepa MOKHO HaliTu Ha GitHub (https://
oreil.ly/2hAPe).

Co30aHue supmyasibH020 4aCMHO20 ob61aka

Jlo cux Mop Mbl 3aITyCKajau 3K3eMIUISIpbI B BUPTYaJIbHOM YacTHOM Objake
(VPC) mo ymomuanmuio. OmHako Ansible mo3BossieT Takske cO37aBaTh HOBbIE
o6maka VPC 1 3ammycKaTh B HUX 9K3eMIUISIPBI.

B npumepe 17.13 nmokasaHo, Kak co31atb VPC ¢ MHTepHEeT-IIII030M, IBY-
MSI TIOACETSIMUM U TabIuIleit MapipyTU3aiuy, KOTopasi yIpassieT TPOX0oxK-
IeHMeM UCXOSIIIMX COeIHEeHMI uepe3 MHTePHeT-1ITI03.

Mpumep 17.13. create-vpcyml: cozpanune VPC

- name: Create a Virtual Private Cloud (VPC)
hosts: localhost
gather_facts: false
vars:
aws_region: "{{ lookup('env', 'AWS_REGION') }}"
tasks:
- name: Create a vpc
amazon.aws.ec2_vpc_net:
region: "{{ aws_region }}"
name: "Book example"
cidr_block: 10.0.0.0/16


https://oreil.ly/2hAPe
https://oreil.ly/2hAPe
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tags:
env: production
register: result

- name: Set vpc_id as fact
set_fact:
vpc_id: "{{ result.vpc.id }}"

- name: Add gateway
amazon.aws.ec2_vpc_igw:
region: "{{ aws_region }}"
vpc_id: "{{ vpc_id }}"

- name: Create web subnet
amazon.aws.ec2_vpc_subnet:
region: "{{ aws_region }}"
vpc_id: "{{ vpc_id }}"
cidr: 10.0.0.0/24

tags:
env: production
tier: web

- name: Create db subnet
amazon.aws.ec2_vpc_subnet:
region: "{{ aws_region }}"
vpc_id: "{{ vpc_id }}"
cidr: 10.0.1.0/24

tags:
env: production
tier: db

- name: Set routes
amazon.aws.ec2_vpc_route_table:

region: "{{ aws_region }}"
vpc_id: "{{ vpc_id }}"
tags:

purpose: permit-outbound
subnets:

- 10.0.0.0/24

- 10.0.1.0/24
routes:

- dest: 0.0.0.0/0

gateway_id: igw

Bce 9TM KOMaHIbI SIBJISIIOTCSI MAE€MIIOTEHTHBIMM, HO KayKAbI/i MOIY/Ib pea-
JIM3yeT MeXaHM3M KOHTPOJIS MAEeMITIOTEHTHOCTH IT0-CBOEMY (CM. Tab. 17.3).
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Tabnuua 17.3. Jlornka KOHTPONS MAEMMNOTEHTHOCTU B HEKOTOPbIX Moaynsx noaaepxku VPC

Mopaynb KoHTponb naeMnoTeHTHOCTH
ec2_vpc_net MapameTpbl name 1 cidr
ec2_vpc_igw Hanuune nHTepHeT-wNt03a
ec2_vpc_subnet Mapametpsbl vpc_1id u cidr
ec2_vpc_route_table MapameTpsbl vpc_1id u tags?

Ectu B Xofie IpOBepKYM UIEMITOTEHTHOCTY OyIeT 06Hapy>keHO HEeCKOIbKO
9K3eMIUISIpOB, Ansible 3aBepmmT paboTy MOIYJISI C TPM3HAKOM OIIMOKN.

Ecnun He ykasaTb Term B ec2_vpc_route_table, TO MPU KaxaoM 06-
palWeHnn K Moayno 6y,IJ,ET CO30aBaTbCAa HOBas Ta6nv|u,a MapLl-
g pyT13aLumm

Heo6x0muMo OTMeTUTb, UYTO IIpyuMep 17.12 TOBOJIBHO IIPOCT C TOUYKU 3pe-
HMSI HACTPOVIKM C€TU, TOTOMY UTO MbI OTIpeJle/INIM BCETO JBe MOACEeTH: OJHA
M3 HUX MOJK/I0YeHa K MHTEePHEeTY, a Apyrasi — HeT. Mbl JJO/DKHbI HACTPOUTD
TPYTIITbI 6€30MacHOCTY IJIs1 MapHIpyTH3anyy Tpadmka 13 moaceTy web B 6a3y
IaHHBIX U U3 MHTEPHEeTa B MOJCETh web AJIs1 OpraHM3anuu goctyna mo SSH
K BHYTPEHHEI MOACeTH, B KOTOPOI Mbl HAXOOMMCS, ¥ 3a4aTh NpaBuia AJisi
ucxopsiiero Tpaduka, YTo6bl MOTYYUTh BOSMOKHOCTb YCTAHABIMBATD T1a-
KeTbl. B mpumepe 17.14 mokasaHo onpeaenaeHye TaKuX IPyIi 6€30IMacHOCTH.

Mpumep 17.14. Tpynnbl 6e3onacHoctn EC2

- name: Create EC2 Security Groups
hosts: localhost
vars:
aws_region: "{{ lookup('env', 'AWS_REGION') }}"
database_port: 5432
cidrs:
web: 10.0.0.0/24
db: 10.0.1.0/24
ssh: 203.0.113.0/24
tasks:
- name: DB security group
amazon.aws.ec2_group:
name: db
region: "{{ aws_region }}"
description: allow database access for web servers
vpc_id: "{{ vpc_id }}"
rules:
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- proto: tcp
from port: "{{ database port }}"
to_port: "{{ database port }}"
cldr_ip: "{{ cidrs.web }}"

- name: Web security group
amazon.aws.ec2_group:
name: web
region: "{{ aws_region }}"
description: allow http and https access to web servers
vpc_id: "{{ vpc_id }}"
rules:
- proto: tcp
from_port: 80
to_port: 80
cidr_ip: 0.0.0.0/0
- proto: tcp
from port: 443
to_port: 443
cidr_ip: 0.0.0.0/0

- name: SSH security group
amazon.aws.ec2_group:
name: ssh
region: "{{ aws_region }}"
description: allow ssh access
vpc_id: "{{ vpc_id }}"
rules:
- proto: tcp
from_port: 22
to_port: 22
cldr_ip: "{{ cidrs.ssh }}"

- name: Outbound security group
amazon.aws.ec2_group:

name: outbound
description: allow outbound connections to the internet
region: "{{ aws_region }}"
vpc_id: "{{ vpc_id }}"
rules_egress:

- proto: all

cidr_ip: 0.0.0.0/0

ObpaTuTe BHMMaHMe, 4TO vpc_id JO/DKEH ObITh KeIIMPOBAHHBIM (DaKTOM
VIV TOTIOJTHUTEJIBHOM ITIepeMeHHOM B KOMaHoHO CTPOKe.
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OuHamMuueckasa niseHTapusaumsa u VPC

ITpu ucnonb3oBanmuy VPC 5K3eMIUISIpbI YaCTO IOMEILAlTCs B 3aKPBITYIO
IIOZCeTh, He MOAK/IIUEHHYIO K MHTepHeTy. B 3ToM ciyyae sK3eMIUISIpbI He
MMeIoT myonmuHbIx IP-anpecos.

B Takoii cuTyaium MoxkeT MOTpe6oBaThCsI 3ayCTUTh Ansible B ak3eMIis-
pe BaHyTpu VPC. CiieHapuii AUHAMMUYECKON MHBEHTApU3aluKU AOCTATOYHO
s dexkTMBHO oTIMYaeT BHyTpeHHMe IP-agpeca sk3emruisipoB VPC, He nme-
I0IMX MyoamuHbIx [P-agpecos.

3aknyeHue

Ansible mogaepskuBaet He Tosibko EC2, Ho 1 ipyTie cry>k661 AWS. Vcronb30o-
BaHMe Ansible ¢ EC2 — gocTaTouHO 0OLIMpHAs TeMa, YTOObI /i MOKHO ObLIO
MOCBATUTD Lienyt0 KHuUry. Ha camom pene SIH Kypumasan (Yan Kurniawan)
Hamucan Takyilo KHury: «Ansible for AWS» (Packt, 2016). ITocie n3yueHus
9TO¥ I7IaBbl Y BaC JO/KHO OBITh IOCTATOYHO 3HAHMIA, UTOOBI 6€3 TpyIa 0CBO-
UTb APYTYE MOIYJIN.
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MnaruHbl 06paTHOro BbI3OBA

Cucrema Ansible mogaepskuBaeT Tak Ha3bIBaeMble NJIA2UHbI 00PAMHO20 Bbl-
308a (callback plugins), KoTopble MOTYT BBITIOJIHSITh HEKOTOPbIE €ICTBYS B
OTBET Ha TaKkye COObITHS, KaK 3aITyCK OTlepalyy WK 3aBepIleHye 3a1a4y Ha
xocre. [Tmaruibpl 06paTHOrO BbI30BA MOXKHO MCIIO/Ib30BaTh, HAIIpUMeED, IS
OTIIpaBKM CO0OIIeHMi Slack M [jis BbIBOJA 3aIliCeil B yaaJIeHHBIN Kyp-
Has1. [laske MHGOpMAaIMsi, KOTOPYIO Bbl BUIUTE B OKHE TEPMUHAJIA BO BpeMS
BBINOJIHEHMS cuieHapus Ansible, dakTuuecky BRIBOOUTCS IIJIaTMHOM 00paT-
HOT'O BBI30BA.
Ansible nogmep>kuBaeT Tpyu BUAa IJIATMHOB 0OpaTHOTO BhI30BA:

* NJIA2UHBI CMAHOAPMHO20 8618004
* NJAzuHbl y8eOOMIEHULL;
* NJIAZUHBL A2pezuposaHusl.

[lnarMHpl CTAaHAAPTHOIO BBIBOMA YIIPAB/ISIOT (OpPMATOM OTOOGpakeHMUSI
nHdopmaiu Ha skpaHe. OnHako Ansible He pasnuyaeT IarMHbI B OM-
JIEHUIA M arperupoBaHysl, KOTOPhIE BHIMIOJHSIOT CaMbIe pa3HbIe NeiiCTBYS, He
CBSI3aHHBIE C BBIBOJOM.

lnaz2uHel cmandapmHo20 ebieoda

B KakApIii KOHKPETHbIII MOMEHT BpeMeH) aKTMBHBIM MOXET OBITh TOJIbKO
OOVH IUIarMH CTaHJAPTHOIO BhIBOAA. HasHauaeTcs IUIarMH CTaHIapPTHOTO
BBIBOJIA YCTAaHOBKOJ mapameTpa stdout_callback B ceKiuu defaults B daiine
ansible.cfg. Haripumep, BOT KaK MOKHO BbIOpATh IUIaTMH yaml, IpeoOpasyio-
Vit BBIBO, B 6osiee ymobounTaeMblii popmar:

[defaults]
stdout_callback = yaml

C oMo b0 KOMaHIbI ansible-doc -t callback -1 MOXKHO IIOJYYMUTH CIIMCOK
TUTaTMHOB, OCTYITHBIX B YCTaHOBJIEHHOI Bepcuu Ansible. B Ta6. 18.1 mepe-
YJCJIeHbl HEKOTOPbIe IUIarMHbl CTaHAAPTHOIO BbIBOJA, KOTOPBIMM IIpeIIo-
yyTaeT I101b30BaThCs bac.
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Tabnuua 18.1. MNnaruHbl cTaHAAPTHOIO BbIBOAA

Umsa Onucanune 3aBucumoctu Python
ara ARA Records Ansible ara (cepsep)
debug BbiBoAMT copepxkmmoe stderr u stdout B yao604MTaeMom

BMAE
default OT0bpaxaeT BbIBOA, MO YMONUAHMIO
dense 3aTupaeT cTapblit BbIBOA, BMECTO MPOKPYTKM
json BbiBoguT MHdopMauuio B popmate JSSON
minimal BbIBOAWT pe3ynbTaThl BbINOJHEHWUS 33434 C MMHUMAJIbHbIM
$hopMaTMpoBaHMEM
null He oTobpaxaeT BbIBOAMMYO MHDOPMaLMIO
oneline [HeiictByeT nogobHO nnarMHy minimal, HO BbIBOAUT
MHGOPMALLMIO B OLHY CTPOKY
MnaruH actionable 6bin ynaneH B Bepcum Ansible 2.11. Bmec-
TO HEro MOXHO WUCMOJIb30BaTb MNArMH default C NapaMeTpamu
display_skipped_hosts = false U display_ok_hosts = false.

ARA Records Ansible (ARA, ellie oi1H peKypCUBHBIVi aKPOHMUM) — He TTPOC-
TO IUIaTMH 06paTHOTO BbI30Ba. OH JaeT BO3MOKHOCTb COXPaHSTh BCE AeTaju
BBITIOJIHEHMS KOMaHJ, ansible U ansible-playbook (puc. 18.1). Eciu Bce pa3pa-
O0TUMKM B KOMaH/Ie MCITONb3YIOT ARA, TO 1106071 CMOKET YBUIETh BBIBOJI,
CreHepMPOBAHHBIN STUM MJIaTMHOM !

B mpocteiinieM ciaydae 3anucu coxpaHsitiorcst B daiin SQLite, HO Tpu xke-
JJAaHUY MOKHO COXPaHSITh JaHHbIE B JII060W Ipyroit 6ase JaHHBIX, a TAKKe
MpoCMaTpuUBaTh UX B Gpaysepe, HACTPOUB BeO-caiiT Ha Django, KOTOPbIi 06-
pamjaetcsi K ARA API, nnu B kiieHTe KOMaHgHO CTPOKM (https://oreil.ly/RCqcF).
YeranoBuTb monynvt ARA njist Bepcuu Python, KoTopyio 1cIonb3yeT cucTemMa
Ansible, MO>XHO TaKk:

$ pip3 install --user "ara[server]"
$ export ANSIBLE_CALLBACK_PLUGINS="$(python3 -m ara.setup.callback_plugins)"

#...

3anycTuTe CBOM CLEHapuu ...

$ ara-manage runserver

ITogpo6HOCTY UlMTe B OKyMeHTauym ARA (https://oreil.ly/1q40c).
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Puc. 18.1. 3anumcb paHHbIx M3 Ansible B 6a3y faHHbIX ¢ noMolLbio ARA

debug

[1aruH debug YIIpoOIIAeT UTEHME OTOKOB stdout M stderr 3a4a4M U MOXKET
MIPUTOOUTBLC OJ11 OTAaAKu. IIpu MCnonb30BaHMUM TUIarMHa default yTeHMe

BBIBOJA MOJKET OKa3aThCs CJIOKHOV 3aaveii:
TASK [Clone repository] LR R T e S R LR R L
fatal: [one]: FAILED! => {"changed": false, "cmd": "/usr/bin/git clone --origin
origin '' /tmp/mezzanine_example", "msg": "Cloning into '/tmp/mezzanine_example'...
\n/private/tmp/mezzanine_example/.git: Permission denied", "rc": 1, "stderr":
"Cloning into '/tmp/mezzanine_example'...\n/private/tmp/mezzanine_example/.git:
Permission denied\n", "stderr_lines": ["Cloning into '/tmp/mezzanine_example'...",
" [private/tmp/mezzanine_example/.git: Permission denied"], "stdout": "",
"stdout_lines": []}

Ho Garogapst OMOMHUTEIbHOMY (GOPMaTUPOBAHUIO, OCYLIECTBISIEMOMY
TIJTAaTMHOM debug, YMTATh BBIBOJ, HAMHOTO TTPOIIE:

TASK [clone repository] kkkkkkkkkkkhhhhkkkhhkhhkkkkhhhhkrkhkhhhkkkkhhhhkrkkkkkhkkkx

fatal: [one]: FAILED! => {
"changed": false,
"emd": "/usr/bin/git clone --origin origin
"rc"s 1

[

/tmp/mezzanine_example",

}
STDERR:

Cloning into '/tmp/mezzanine_example'...
[private/tmp/mezzanine_example/.git: Permission denied
MSG:

Cloning into '/tmp/mezzanine_example'...
[private/tmp/mezzanine_example/.git: Permission denied



lnaruHbl CTaHAAPTHOTO BbIBOAA % 359

default

Ecsii He HaCcTpPOuUTb stdout_callback, TO 1JIsI OTOOpaskeHMSI MHGOPMAIIMM UC-
TMOb3yeTCs TUIaruH default, KOTOPbI GoOpMaTUPyeT BbIBOJ, TaK:
TASK [Clone repOSitOFy] kkkkkkkkkkhkhhkkhkhhkkhkhhkhhkhhkhhkhhhhkkhkhhkkhkkhkkkk

changed: [one]

dense

ITnaruH dense (IostBUICS B Bepcuu Ansible 2.3) Bcerma 0ToOpaskaeT TOMIbKO IBe
CTpOKM BbIBOZA. OH 3aTUpaeT mpebIAyIiyie CTPOKN, He BhITIOMHSISI CKPOJLTMHTA:

PLAY 1: LOCAL
task 1: one

json

[lnaruH json BEIBOAUT MHGOPMAIMIO B MalmHountaemom hopmate JSON.
OH MOXeT MPUTOAUTHLCSI B CJIyYasix, KOrga TpebyeTcss OpraHmM30BaTh 0Opa-
60TKY BeIBOZIA Ansible ¢ mcronb3oBanmem rporpamm. O6paTuTe BHUMaHME,
YTO 3TOT IJIATMH He TeHepupyeT BbIBOAA, ITOKA CIeHAPMii He 3aBEePIIUTCS
1enMkom. BeiBon B ¢popmare JSON 0OBIYHO MOTYYAETCS CAMIIKOM 0ObeM-
HBIM, YTOOBI ITOKA3aTh €r0 3/1eCh.

minimal
[lnarMH npMMeHsIeT MMHMMYM 06pabOTKM K pe3y/ibTaTaM, BO3Bpallae-

MbIM C coObITHEeM Ansible. Hampumep, eciau miaruH default popmatupyer
BBIBOJI, 381Ul TaK:

TASK [Clone repository] kkkkkkkkkkhkkhkkhkhhkhhkhhkhhkhkkhhkhkkhkkhkhhkkhkkhkhkk

changed: [one]

TO IIArMH minimal BhIBEOET:

one | CHANGED => {
"after": "2c19a94be566058e4430c46b75e3ce9d17¢25f56",
"before": null,
"changed": true

}

null
ITymaruH null IMTOJTHOCTHIO OTKJ/TIIOUAeT BbBIBO[I.

oneline

[lnaruH oneline HAITOMMHAET TUIATMH minimal, HO BBIBOAUT MHMOPMAIINIO B
OIIHY CTPOKY (3[1eCh IpuUMep BbIBOJA TTOKA3aH B HECKOIbKIUX CTPOKAX, MOTO-
MYy UTO Ha KHVKHOM CTpaHuIle OH He YMEeIAeTCs B OHY CTPOKY):
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one | CHANGED => {"after": "2c19a94be566058e4430c46b75e3ce9d17¢c25f56", "before": ...

[MnazuHel yeedomnaeHuli u azpe2upoeaHus

I pyrue TarMHbl BBITIOMHSIOT pa3HOOOpa3Hble AeiiCTBUS, TakKMe KaK 3amych
BpeMeHM BBITTOJIHEHMSI WIM OTIpaBKa yBemomsieHuit Slack. 3Tu ruiarumHbl
repeuncieHsl B Tab. 18.2.

Ta6nuua 18.2. ipyrue nnaruHbl

Uma Onucanune 3aBucumoctun Python
foreman Mocbinaet ysenomnenune B Foreman requests
jabber MNocbinaet ysegomnenune B Jabber Xmpppy
junit 3anucbiBaeT faHHble B XML-baiin B popmarte Junit Junit_xml
log_plays 3anucbiBaeT B XKypHan pe3ynbTaTbl BbINOIHEHNS

CLeHapus ANS KaXk4oro xocta
logentries Mocbinaet ysepomnenue B Logentries certifi flatdict
logstash Mocbinaet pesynbtathl B Logstash logstash
mail [ocbinaet aneKTpoOHHOE NUCbMO, €C/IN BbINOMHEHNE
334341 3aBepLUMNOCH C OWKMOKOWM
nrdp Mocbinaet pesynbrathl 3a8a4m Ha cepeep Nagios
say O3ByuMBaeT yBefomneHue ¢ nomoulbto MO
ros0COBOro CMHTE3aTopa
profile_roles Co3paeT oT4ET O BpEMEHM BbINOMHEHUS ANS
KaXpowv ponu
profile_tasks Co3paeT oT4eT O BPEMEHM BbINOMHEHUS ANS
KaXX[ov 3a8aun
slack Mocbinaet ysepomnenue B Slack prettytable
splunk Mocbinaet pe3ynbrathl 3agayum B Splunk
timer Co3paet otyeT 06 06LEM BpEMEHM BbINOAHEHUS
B omimume ot mjaarMHOB CTaHOAPTHOT'O BbIBOJA APyIrMe IVIarMHbl MOTYT

Ie/iCTBOBATb OTHOBPEMEHHO. AKTUBUPOBATD IJIaTMHBI U3 3TOW KaTeropumn
MOSKHO C ITOMOIIBIO TTapameTpa callback_whitelist B daitie ansible.cfg, mepe-
YNCIVB UX Yyepe3 3amsaTylo, HalnpuMep:

[defaults]

callback whitelist = mail, slack

MapameTtp callback_whitelist Bckope Gynet nepenMMeHOBaH B

callback_enabled.
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MHorue U3 3TUX IIATMHOB MMEIOT AOIOJHUTEIbHbIE TapaMeTphbl Ha-
CTPOVIKM, OTpefde/sieMble uepe3 IepeMeHHble OKpYKeHUs wiu B aiiie
ansible.cfg. bac nmpeArouMTaeT HacTpauBaTh 3TU MapaMeTphl B ansible.cfg,
YTOOBI HE 3aX/IaMJISITh OKPYKEHME TOTIOTHUTEIbHBIMM TTepeMeHHbIMMU. Kpo-
Me TOTO, ansible.cfg MOXXHO COXpPaHUTb B CHUCTeMe yIIpaBJIeHUs BepCUSIMU,
YTOOBI STUMM HACTPOMKAMM MOTJIM BOCIIOJIb30BAaThCS IPYTHe pa3paboTUMKI
WJTY TIOTb30BaTeIN.

BBISICHUTD, KaKye TTapaMeTphl MOAAePKUBaeT KOHKPETHBIN IJIarMH, MOK-
HO C ITOMOIIbI0 KOMaH/IbI:

$ ansible-doc -t callback <ums_nrazuwa>

3aBucumoctu Python

MHorue maaruHbl Tpe6yloT, YTOObI Ha yIIpaBisionleii MammHe Ansible
OBV YCTAaHOBJIEHBI IOTIOTHUTEbHBIE 6MOaMoTeKM 151 Python. B Ta61. 18.2
TepeuncaeHbl TIAaTUHBI M UX 3aBUCUMMOCTU. YCTAHOBUTE MX UTOOBI ITOJTY-
YUTH BO3MOKHOCTD MCITOIb30BaTh TY IIATVHbI; HAIIPUMeP, BOT KaK MOXKHO
YCTaHOBUTH OMOIMOTEKY prettytable Ay1s mogmepskku Slack:

$ pip3 install prettytable

foreman

[lnaruH foreman TocbiaeT yBegomieHus B Foreman (http://theforeman.
org/). B Tab6s. 18.3 mepeunciieHbl mapaMeTphbl, UCIIOTb3yeMbIe JIJIST HACTPOi-
KU IUIarMHa, KOTOpbIe NOJIKHBI HAXOOUTHCA B CeKUUM [callback_foreman] B
daiine ansible.cfg.

Tabnuua 18.3. MNapameTpbl HAaCTpPoWkK Ang nnarmHa foreman

Mapametp OnucaHue 3HauyeHue No yMoI4YaHUIo

url URL cepsepa Foreman http.//localhost:3000

client_cert |Ceptudukar X509 ana ayteHTUdMKauMK Ha cepeepe | /etc/foremany/client_cert.pem
Foreman, ecnn ucnonbsyetcs npotokon HTTPS

client_key COOTBETCTBYHOLMIA 3aKPbITbIN K04 /etc/foreman/client_key.pem

verify_certs | HeobxoamMmocTb npoBepku cepTudukata Foreman. |1
3HaveHue 1 TpebyeT npoBepsTb CepTUdMKATDI
SSL ¢ ncnonb3oBaHWEM YCTAaHOBMIEHHbIX LLEHTPOB
ceptudmkaumm. 3HadeHune O 3anpeLtaeT NpoBepky

jabber

[InaruH jabber mochlIaeT yBemoMyieHust B Jabber (http://jabber.org/). O6paTm-
Te BHMMaHMe, YTO HACTPONKM [AJIs1 ITOTO IIaTMHA He UMEIOT 3HAaUeHMil 1Mo
ymomuanuio. OHM TiepeuncieHbl B Taba. 18.4 u onpenensitoTcsl MCKITIOUN-
TeJIbHO Uuepe3 IepeMeHHbIe OKPYKeHMSI.
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Ta6nuua 18.4. MepeMeHHble OKPYXXeHMs nniarvHa jabber

MepemMeHHas oKpyXeHus

OnucaHue

JABBER_SERV

Mmsa xocTa cepsepa Jabber

JABBER_USER

Mms nonb3oBatens Jabber onsg ayteHTMduKaumm

JABBER_PASS

Maponb nonb3osatens Jabber gna ayteHTMdMKaunm

JABBER_TO

Monb3oBaTens Jabber, koTopoMy nocbinaeTcs yseLomMneHne

junit

[InaruH junit 3amuCbIBaeT pe3y/bTaThl BBIMOMHEHUS cleHapusi B XML-
daiin B popmare JUnit. HacTpanBaeTcst ¢ MOMOIIbIO TTepeMeHHbIX OKpYysKe-
HUSI, TlepeuncieHHbIX B Taou. 18.5. Co3ganne XML-0TUeTOB ITPOM3BOIUTCS B
COOTBETCTBUM C COTJIANIIEHUSIMU, TIepeunc/IeHHbIMM B Ta6s1. 18.6.

Ta6nuua 18.5. MNepeMeHHble OKPYXXeHWUS naarnHa junit

lNepeMeHHas OKpyXeHus OnucaHune IR0
P Py YMOJTYQHUIO
JUNIT_OUTPUT _DIR Kartanor onsa ¢annos otyetos ~/.ansible.log
JUNIT_TASK_CLASS HacTtpoliku BbIBOAA: N0 0LHOMY Knaccy false
B daiine YAML
JUNIT_FAIL_ON_CHANGE Kaxayto 3apauvy, BEpHYBLUYH CTaTyC false
"changed", paccMaTpuBaeT Kak HeyaaYHbIM
TecT Junit
JUNIT_FAIL_ON_IGNORE Kaxkayto 3apa4y, BEpHYBLUYH CTaTyC false
"changed", paccMaTpuBaeT Kak HeyaavHbIM
Tect JUnit, naxke ecnm yCTaHOBAEH
napameTtp ignore_on_error
JUNIT_HIDE_TASK_ARGUMENTS | CkpbiBaTb apryMeHTbl 3a4a4um false
JUNIT_INCLUDE_SETUP_TASKS_ | OnpenenseT Heo6X0AMMOCTb BKIOUYEHUS true
IN_REPORT B OTYET 331y, OCYLLeCTBASIOLMNX
NMOAFOTOBKY OKPYXXEHUSI TECTUPOBAHMS
Ta6nmua 18.6. Otuet JUnit
BbiBoa 3apaum Ansible Otuert Junit
ok pass
Owwnbka ¢ Tekctom EXPECTED FAILURE B MMeHu 3apaum pass
OwwnbKa KaK pe3ynsTaT UCKIYEHMS error
Owwbka no Apyroi NnpuynHe failure
skipped skipped
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log_plays
[lnaruH log_plays 3aIMCbIBAEeT Pe3y/IbTAThI B (aiiibl SKYpHAJIOB B KaTaore
log_folder 110 ogHOMY (haiiyry Ha XOCT.

logentries

[TnaruH logentries reHepupyeT 00beKThI JSON 1 nmochliaeT ux B Logentries
(http://logentries.com/). [lTapamMeTpbl HACTPOVIKY ITJIarMHa JOKHBI OTIPeN eI ThCS
B ceKIIMM [callback_logentries] B (haite ansible.cfg v mepeunciieHbl B Tabs. 18.7.

Tabnuua 18.7. MNapameTpbl HACTPOKKM NnarMHa logentries

Mapametp Onucanune 3HaueHue No yMOM4YaHUI0

token TokeH cepeepa Logentries (Henm)

api MM xocTa KoHeyHoM Toukun Logentries data.logentries.com

port MopT Logentries 80

tls_port | Mopt TLS Logentries 443

use_tls Mcnonb3oBath TLS ang B3aumopericteuii ¢ Logentries false

flatten PecTtpykTyprpoBaTth pe3synbrathl false
logstash

[lnaruH logstash mmepemaeT ¢akThl 1 cOObITHS 3amau B Logstash. [Tapame-
TPbI HACTPOVIKM IIJIaTMHA OOJIKHBI OIIPeaessiThCS B CeKIMM [callback_logstash]
B (aiine ansible.cfg v mepeuncieHsl B Tab. 18.8.

Tabnuua 18.9. MNapameTpbl HacTpoiku nnarmHa logstash

3HaueHue no
MapameTtp OnucaHue
YMON4YaHUIo
format_version | ®opMart KypHanupoBaHums vl
server Mms xocTa cepepa Logstash localhost
port Mopt cepBepa Logstash 5000
pre_command KoMaHpza, KoTopas LoMKHA BbIMOMHATLCS Nepes 3anyCcKoM. null
Ee pe3synbrat nomelaerca B none ansible_pre_command_
output
type Tun coobuweHuns ansible
mail

[lnaruH mail MochUIaeT 37IEKTPOHHOE MMChMO, KOTIa 3a/4a4a 3aBepIlaeTcs
¢ omn6bkoit. [TapaMeTpbl HACTPOVIKM TIJIarMHA TO/DKHBI OIIPeHessiTbCS B CeK-
unu [callback_mail] B daiine ansible.cfg u mepeunciaensl B Tabm. 18.9.
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Ta6nuua 18.9. MapameTpbl HACTPOKKK NnarMHa mail

Mapamertp Onucanune 3Ha4yeHune No YMON4YaHUI0

bcc CKpbITble nony4yaTenun KoONMM nNMcbMa null

cc Monyyatenu konum NucbMa null

mta AreHT TpaHCNopTa 3N1E€KTPOHHOM MOYTbI localhost

mtaport MopT areHTa TpPaHCMOPTa 3NEKTPOHHOW MOYTHI 25

sender OtnpasuTens null

to Monyuatens root
profile_roles

OTOT IJIarMH TeHepUpPYyeT OTUET O BpeMeHM BhITTOJTHEeHMS poseii Ansible.

profile_tasks

[ImaruH profile_tasks reHepupyeT OTUYET O BpeMEHM BBITIOJTHEHUS OTHENb-
HBIX 3a7]a4 1 00I1ler0 BpeMeHM BBITIOJTHEHMS ClieHapysl, HalIpuMep:

Wednesday 11 August 2021 23:00:43 +0200 (0:00:00.910) 0:01:26,498 *x*kx%
Install apt packages ------------mmmmmmmm e 83.50s
Gathering Facts ---------mmmmmmrr e 1.46s
Check out the repository on the host ------------mommmmmmmmme o 0.91s
Create project path --------emmmmmmmmm e 0.40s
Create a logs directory -----------mmmmmmmmme e 0.21s

[lnaryH Takke BBIBOAUT MH(POpPMALIMIO O BpeMeHM B IIPOIIecce BhITIOIHE-
HMSI 337124, B TOM UncCiIe:

e JOaTy M BpeMd 3allyCKa 3aJa4ult;
* BpeM BBITIOTHEHUSA npe,ubmymeﬁ 3agaduu, B CKO6KaX;
* HAaKOIVIEHHO€ BpeMs BbIITOJTHEHNA OJ1d IaHHOTO CLIeHapus.

Bot npumep BbIBOAA Tako¥ MHGOpMALIN:

TASK [Create project path] khkkhkkhhkhkkhkkhkhhhhhhhhhhhhhbhhdhhhhhrdhdhrhdrddrd
Wednesday 11 August 2021 23:00:42 +0200 (0:01:23.500) 0:01:24.975
changed: [web] ==> {"changed": true, "gid": 1000, "group": "vagrant", "mode":
"0755", "owner": "vagrant", "path": "/home/vagrant/mezzanine/mezzanine_example",
"size": 4096, "state": "directory", "uid": 1000}

B ta6:1. 18.10 repeuncieHbl iepeMeHHbIe OKPY>KEeHMS, UCIIOIb3yeMbIe 111
HACTPOMKM IJIaruHa.
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Ta6nuua 18.10. [NepeMeHHble oKpyXeHUsa nnaruHa profile_tasks

3HaueHue no
MepemMeHHas oKpyxeHus OnucaHue
YMOTYaHUIO
PROFILE_TASKS_SORT_ORDER CoptupoBka BbiBOAa (ascending, none) none
PROFILE_TASKS_TASK_OUTPUT_LIMIT | MakcMManbHOE KOMYECTBO 3a4a4 B OTYETE 20
mnm all
say

[l1aruH say MCIIOb3YyeT MPOTPAMMY say WJIM espeak UTOOBI CreHEPUPOBATH
roJIOCOBOE yBeOMJIeHMe. DTOT IJIarMH He MMeeT IapaMeTpPOB HAaCTPOMKM.
Momysb say, B CBOIO OUepeib, MMeeT IapaMeTp voice.

O6paTuTe BHMMaHMeE, YTO B Bepcuy 2.8 IJIaruH osx_say ObII IIEPEMMEHO-
BaH B say.

slack

ITnaruH slack rmoceutaet yBegomieHust B Slack (http://slack.com/). [TapameTpsl
HACTPOVKY IUIaTMHA TO/KHBI OTIPeIesSITbCSI B CeKLMM [callback_slack] B dhaii-
ne ansible.cfg v mepeuncieHsl B Tab6s. 18.11.

Ta6nuua 18.11. MNMapameTpbl HAaCTpoKikK nNnarMHa slack

Mapamertp OnucaHune 3Ha4yeHune No YMON4YaHUIo
webhook_url Anpec URL Touku Bxopa B Slack (Her)

channel KomHata Slack ans otnpasku coobuieHus #ansible
username VM8 nonb3oBaTens, 0TNPaBUBLLETO COOBLLEHME ansible
validate_certs | lMpoBepsTb cepTudukat SSL cepsepa Slack true

splunk

OTOT IJIarMH OTIIPABJISIeT Pe3y/abTaThl BHIIIOJHEHMS 3ajauu B opmare
JSON B HTTP-komnekTop Splunk. [TapameTpsl HACTPOJKM IJIaTMHA JOJISKHbI
OIIpeeNsSIThCS B ceKIMM [callback_splunk] B dhaiie ansible.cfg v miepedmcieHbl
B Tabs. 18.12.

Ta6nuua 18.12. MapameTpbl HacTporiku nnarmHa splunk

Mapametp OnucaHue 3HaueHue No YyMoN4aHuUIo

authtoken TOKEH ayTEHTUDMKALMM, UCMOSb3YEMDIN 419 null
nopkntoyenus K HTTP-konnekTopy Splunk

include_milliseconds |Onpenensiet He06X0AMMOCTb AOBABNEHMS false
MUIIMCEKYHL B MOJIE BPEMEHU

url Anpec URL HTTP-konnektopa Splunk ansible

validate_certs MpoBepsTb cepTudukat SSL cepeepa Splunk true
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timer
[lnaruH timer BBIBOOUT OOIIee BpeMs BHITTOTHEHUSI CIIeHapys, HalIpyMep:

Playbook run took 0 days, 0 hours, 2 minutes, 16 seconds

JI1st 9TOJA 1y 0GBIYHO JIyUllie MCIT0/Ib30BaTh IUIarMH profile_tasks, KOTO-
PbIii JOITOJIHMTEILHO BHIBOAMT BpeMsI BBITIOTHEHNS KasKI0M 3a0auit.

3aksoyeHue

[TnaruHbl 06paTHOrO BhI30Ba B Ansible moagepskuMBalOT MHOKECTBO CIIOCO-
60B OTIPaBKM OTYETOB B MH(POPMAILIMOHHbIE KaHAJIbI, MCITOJIb3yeMbI€ B Op-
raHu3sauyu, uto npuaaet Ansible 1OMOMTHUTENbHYIO IIEHHOCTb, TaK KaK BCe
3TU BO3MOYKHOCTM MO3BOJISIIOT MCIIOAb30BATh CUCTEMY [IJISI CO3MaHUSI KOM-
TIJIEKCHBIX PeIllleHMii B pa3HbIX 06JIACTSIX B COYETAHUM C IPYTUMU UHCTPY-
MEHTaMMU.



masa 1.9

00 0000000000000 00 00000000 000000000000000000 0000

Co6cTBEHHbIE MOAYNU

MHorma TpebyeTcsl pellinThb 3aauy, CIUIIKOM CJIOKHYIO JJIs MOIY/ISI command
win shell, ¥ TIpU 3TOM He CyIIeCTBYeT rOTOBbIX MOAYJ/IEeN OIS ee BBIMIOTHE-
HMS1. B TakoM cyyae MOXKHO HAIMCaTh MOIY/Ib CAMOCTOSITETbHO.

Mopyu MOKHO CUMTATh «IJIarojiaMu» B «si3bike» Ansible — 6e3 Hux YAML
HMYEero He cMor ObI caenaTh. [Ijist mammH Linux/BSD/Unix momayau Ansible
MpOrpaMMMpYIOTCsl Ha s13bIKe Python, a g mamma Windows — Ha Power-
Shell, HO, B mpMHIIMIIE, OHM MOTYT IIPOrPaMMMPOBATHCS Ha JI0O0M SI3bIKE.
Ha puc. 19.1 nmoka3aHbl OCHOBHbIE KOMITOHEHThI Ansible: TpoeKkThI co clie-
HapUsIMU, peecTp U MOAYJIN.

Cucrema aBTomMatusaumm Ansible

r \ [ N\

CueHapun
v

Windows

Monb3oBarenu

MpoekTbi

J

CeTesble cepaepbl

Puc. 19.1. Moaoynu

lMpumep: nposepka docmynHocmu yoaneHHo20 cepeepa

JoImycTuM, HY>KHO MPOBEPUTH AOCTYITHOCTh KOHKPETHOTO MOpTa yaaeH-
HOTO cepBepa. Eciu coeyiHeHNEe C 3TUM ITOPTOM YCTAaHOBUTH HEBO3MOKHO,
HY>KHO, 4T00BI Ansible cunTasa 3T0 OMMOKOI 1 IMpeKpaliaaa ornepauuio.

CBoM MOAynb, KOTOPbIM Mbl ByAeM 3aHMMATbCS B 3TOM IMaBe, B-
NSeTcs ynpoLeHHON Bepcmnen moayns wait_for.
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Ucnonb3oBaHue Moayns script BMeCTo HanMcaHus

cBoero Moayns

[TomHMTeE, KaK B ipumMepe 7.13 MbI UCTTOIB30BAIN MOAY/b script 7S 3a1Ty-
CKa CBOMX ClieHapueB Ha yJaJleHHbIX X0cTax? MiHOorma neiicTBUTENbHO MPOo-
I1e UCIOIb30BaTh MOIY/Ib script, YeM MUCATh CBO, MOJHOIIEHHbI MOAY/b
Ansible.

JlopyH XpaHUT Takue ClieHapuM B IIallKe SCripts psSIAOM CO ClLieHapus-
My Ansible. Harmpumep, MoskHO co3maTh cueHapuii playbooks/scripts/can_
reach.sh, KOTOpPbIJ IPUHMMAET MMSI XOCTa, IIOPT U KOJMUYECTBO IMOITBITOK
coeqHEeHMS :

$ ./can_reach.sh www.example.com 80 1

MOKHO cO31aTh ClleHapuii KOMaHIHO 000JI0UKM, BbI3bIBAIOIINIA netcat,
KakK IT0Ka3aHo B rmpumepe 19.1.

MNpumep 19.1. can _reach.sh
#!/bin/bash -eu

host="$1"

port="§2"

timeout="$3"

nc -z -w "$timeout” "Shost" "$port"

A 3aTeM BbI3BaTh €ro, Kak IT0Ka3aHO HIDKe:

- name: Run my custom script
script: scripts/can_reach.sh www.google.com 80 1

MmeiiTe B BUIY, UTO CIleHApUii OyeT 3aITyCcKaThbCs Ha YAATeHHBIX XOCTaX
TaK ke, Kak Moxyiu Ansible. BciencTBue 3TOT0 /1I06bIE MMPOrpaMMbl, HEOO-
XOAVMbIe CIleHapuIo (TaKkye Kak nc B Ipumepe 19.1), 4omKHbI ObITh YCTAHOB-
JIeHbI Ha yIaJIeHHBIX X0CTax 3apaHee. Hanmpumep, daiin Vagrantfile miis sToit
I7IaBbl yCTAaHABIMBAET BCe HEOOXOAMMOe, BbITIONHSISI KOMaH/Iy vagrant up, 4TO
IaeT BO3MOKHOCTb 9KCIIEPUMMEHTUPOBATH CO cuieHapueM playbook.yml.

CueHapuit MOSKHO HamucaTh Ha si3bike Perl, ecniu Perl ycraHoB/ieH Ha yia-
JIEHHBIX XOCTaX. B mepBoJi CTpoKe ClieHapuii JO/’KeH B3bIBaTh MHTePIIpeTa-
top Perl, kak mokasaHo B mpumepe 19.21.

Mpumep 19.2. can_reach.p!
#!/usr/bin/perl

use strict;

use English qw( -no_match_vars );  # PBP 79
use Carp; # PBP 283
use warnings; # PBP 431

! O6paTtuTe BHMMaHMe, UTO STOT CLeHAPUiT KOMIIMIMPYyeTcs B perlcritic --brutal.
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use Socket;
our SVERSION = 1;
my Shost = SARGV[O], my Sport = SARGV[1];

# Co3jaTb COKeT, MOAKJNYMTLCA K MOPTY

socket SOCKET, PF_INET, SOCK_STREAM, ( getprotobyname 'tcp' )[2]
or croak "Can't create a socket $0S_ERROR\n";

connect SOCKET, pack_sockaddr_in( $port, inet_aton($host) )
or croak "Can't connect to port $port! \n";

# BbiBeCTN OTYeT
print "Connected to Shost:$port\n" or croak "I0 Error $0S_ERROR";

# 33KpbiTb COKeT
close SOCKET or croak "close: $0S_ERROR";
__END__

C mopmyieMm script MOXKHO MCITO/Ib30BaTh CLieHapWy, HallMCaHHbIe Ha JII0-
OOM SI3bIKe.

can_reach kak moaynb

Terepb peanu3yeM can_reach B BUJIe TIOJTHOLIEHHOTO MOyJ/st Ansible Ha Py-
thon, KOTOpPBI i MOKHO BbI3BaTh TaK:

- name: Check if host can reach the database
can_reach:
host: example.com
port: 5432
timeout: 1

Tak MOXXHO IMPOBEPUTD AOCTYITHOCTb MOpTa 5432 Ha xocTe example.com.
Ecnu coenyHeHNe yCTaHOBUTh HEBO3MOXKHO, uepe3 CeKyHAy OymeT 3aduk-
CHpOBaHa ouMbKa MPeBbIIIeHNS TaliM-ayTa.

MpI 6yieM I10JIb30BaThCS STUM IIPUMEPOM Ha IMPOTSKEHUY BCETA TIaBBhl.

Koz0a cnedyem paspabameieame modynu?

[Ipeskae yemM MPUCTYIIATh K pa3paboTKe MOIYJIs, sKelaTelbHO OTBETUTh Ha
HeCKOJIBKO ITPOCTBIX BOIPOCOB. MOy/b JeliCTBUTE/NbHO IIpefjaraeT Ka-
K/e-TO HOBbI€ BO3MOXHOCTU? CyIeCTBYIOT JiX MOXOKue Mopyin? MoskeT
OBITh, JIyUIlle MCIT0JIb30BAaTh MM pa3paboTaTh marnH? MOXKHO JIX Ty JKe 3a-
vy PeInTh C IIOMOIIbIO ITPOCTOi posn? MosKeT ObITb, TyYIlle CO30aTh KOJI-
JIEKI[MIO BMeCTO eqMHCTBEHHOTO MoAy/sa? HamMHOTo mpolie MCHojib30BaTh
CYIIeCTBYIOIINIA KO MM MMelolecs BO3MOKHOCTY Ansible, yem rporpam-
MupoBaTh Ha Python. Eciii Bel pa3pabaTsiBaete Python API mjist cBoero mpo-
IyKTa, TO TOTAA MMeeT CMbICJI pa3paboTaTh KOJUIEKLIVIO [IJIsT Hero. Momynu
MOTYT BXOAUTDb B COCTAB KOJUIEKIINIA, KaK 00CYKIa/IoCh B Iy1aBe 15.
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[0e xpaHumes ceou Modynu

Ansible umietr momynu B Katasore library, Haxonsiemcsl psiioM CO ClleHa-
pueM Ansible. B Hamiem npumepe ciieHapuu Ansible XpaHSTcsl B KaTajiore
playbooks, mosTomy cBOVi MOIy/b Mbl cOXpaHUM B daiine playbooks/library/
can_reach. ansible-playbook mMpocMaTpMBaeT KaTajor library 0 yMOTYaHUIO,
HO eC/TY BaM HY3KHO MCIIO/Ib30BaTh MOIYJ/Ib B CIIELIVAIM3UPOBAHHBIX KOMaH-
nax Ansible, To mo6aBbTe B ansible.cfg cenyouyo CTPOKY:

library = library

Mopynu Takke MOKHO COXPaHSITh B MojakaTasiore library B ponisx U B
KoJutekIusax Ansible. B umenu aitia Momy/st MOKHO MCIIOTb30BaTh PaCIIy-
peHmue .py Wi Ipyroe, COOTBETCTBYIOIEE BBIGPAHHOMY SI3bIKY CIIEHapMEB.

Kak Ansible ebi3bieaem modynu
[Tpexxme yem peasn3oBaTb MOAY/Ib, IaBaiiTe TOCMOTPUM, Kak Ansible BbI3bI-
BaeT ux. [Ijg atoro Ansible:
1) reHepupyeT aBTOHOMHBI cileHapuii Ha Python c aprymeHTamu (ToJb-
Ko moaynu Ha Python);
2) KOomupyeT MOJYJIb Ha XOCT;
3) co3zpmaet (aiiy1 apryMeHTOB Ha XOCTe (TOJIBKO JIJIsI MOJIyJIeit He Ha SI3bl-
Ke Python);
4) BbI3BIBAET MOMIYJ/Ib HAa XOCTe, MlepeaaBasi eMmy daiia c apryMmeHTamMu;
5) aHanusupyeT CTaHAAPTHBIM BHIBOJ, MOIYJISI.

PasbepeM Kaskablii I1ar 6ojiee JeTaabHo.

feHepauusa aBTOHOMHOro cueHapus Ha Python

C aprymeHTamm (Tonbko moaynu Ha Python)

Ecin mopynbs Hanmcad Ha Python u ucronb3yeT BcrmomoraTe/ibHbIN KO/,
rpemocTaB/sieMbIit cucteMmoit Ansible (ommcan Huke), To Ansible crenepu-
pyeT aBTOHOMHBIJ ciieHapuit Ha Python co BCcTpoeHHBIM BCITOMOTaTeIbHbIM
KOZOM M apTyMeHTaMy MOZYJIs.

KonupoBaHue Moayng Ha xocT

CreHepupoBaHHbIN cueHapuit Ha Python (mys monyneii Ha Python) uin
JIOKanbHbIN Gaitn playbooks/library/can_reach (myisi mopyneii He Ha SI3bIKe
Python) konpyeTcst BO BpeMeHHbIi KaTalor Ha yaaJieHHOM XocTe. Eciu co-
eqHeHMe C yIaJeHHbIM XOCTOM yCTaHaBIMBAETCSI OT MMEHM M0JIb30BaTes
vagrant, TO Ansible coxpanuT (aiii B KaTanaore, MyTb K KOTOPOMY BBITJISIIAT
MIPUMEPHO TaK:



Kak Ansible Bbi3biBaeT Moy < 371

/home/vagrant/.ansible/tmp/ansible-tmp-1412459504. 14-477 28545618200/
can_reach.

Co3paHue daitna c aprymeHTamMu Ha XocTe
(ana Moayneit He Ha sa3bike Python)

Eciu momynb HammcaH He Ha si3bIke Python, Ansible cosmacT Ha ynaneH-
HOM XocTe (aiiI, IyTh K KOTOPOMY BBIIJISIAUT IIPUMEPHO TaK:

/home/vagrant/.ansible/tmp/ansible-tmp-1412459504. 14-477 28545618200/
arguments.

Eciu BbI3BaTh MOOYJ/ib, KaK ITIOKa3aHO HIKe:

- name: Check if host can reach the database server
can_reach:
host: db.example.com
port: 5432
timeout: 1

TO ¢aiiy apryMeHTOB OyIeT coaepyKaTh CIeAyIOIyo MH(pOpMaIuio:
host=db.example.com port=5432 timeout=1
MoskHo rmotpe6oBath oT Ansible creHeprpoBaTh haiti apryMmeHTOB B Gop-
Mate JSON, 1o6aBMB CIemyIoIIyIo CTPOKY B playbooks/library/can_reach:
# WANT_JSON

B aTom wryvae comepskumoe daiina c apryMeHTaMy OyIeT BbIMISeTh TakK:

{"host": "www.example.com", "port": "80", "timeout": "1"}

BbizoB Mmoayns

Ansible BbI30BeT MOAY/Ib 1 ITepenacT emy ¢aiia ¢ aprymenTamu. Ecin mo-
oynb HamucaH Ha Python, To Ansible BBIOJIHUT 3KBMBAJEHT ClIeAVIOLIE
KOMaH/IbI (3aMeHMB /path/to/ JeMCTBUTEIbHBIM ITyTEM K KaTajory):

/path/to/can_reach

Eciu Momynb HamycaH Ha APyroMm si3bike, To Ansible orpenenut mHTep-
MpeTaTop MO MepPBOi CTPOKe B MO/IYy/Ie U BBITIOHUT 3KBUBAJIEHT CIeAYIONIeii
KOMaH/Ibl:

/path/to/interpreter /path/to/can_reach /path/to/arguments

Ectu mpenmnonoskuThb, YTO MOIY/b can_reach peaJiM30BaH Kak ClieHapUit
Bash u HaumHaeTcst co CTpPOKM #!/bin/bash, TO Ansible BBITOTHUT TaKyiO
KOMaH/Y:

/bin/bash /path/to/can_reach /path/to/arguments
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Ho 3T0 To/MbKO NMpUOIVKEeHHbI SKBUBaeHT. Ha camom dene Ansible mpo-
M3BENET P CJIOKHBIX MAHUMIYISIINIA — 3aK/II0OYMUT MOIY/Ib B KOMaHIy 000-
JIOUKU, 3a71aCT peTMOHaIbHbIe HACTPOMKM U TPeyCMOTPUT yaajieHue MOAy-
JISI TTIOCJIE BBITIOJTHEHMSI

/bin/sh -c 'LANG=en_US.UTF-8 LC_CTYPE=en_US.UTF-8 /bin/bash /path/to/can_reach \

/path/to/arguments; rm -rf /path/to/ >/dev/null 2>&1'

TouHyi0 KOMaH/y, KOTOPYIO BbIMOJHSIEeT Ansible, MOXXHO yBUIETb, Iepe-
JaB rapaMeTp -vvv YTUINTEe ansible-playbook.

B Drbian moxeT notpeboBaTbCs 3a4aTbh Cneayolme permoHasnb-
Hble HAaCTPOWKM:

localedef -1 en_US -f UTF-8 en_US.UTF-8

[Mopsimok 3arrycka mopmysieir Ha Python ymaseHHO BO MHOTOM 3aBUCHUT OT
0cob6eHHOCTe KoOMaHIHOM 060m0uky. O6paTuTe BHMMaHKe, uTo Ansible He
MCITOb3YeT OrpaHMUYeHHbIe KOMaHIHbIe 0O0JIOUKMA.

O)cuodaemeblii 8b1800

Ansible oxkumgaer, uTo Moy/b BeiBeAeT pe3yiabTaT B hopmate JSON. Hampu-
Mep:

{"changed": false, "failed": true, "msg": "could not reach the host"}

Kaxk BbI yBUAMTE HI3KE, €CJIM MOIY/Ib HammcaH Ha Python, To Ansible mpe-
IOCTaBJ/IsIeT BCIIOMOraTeJIbHbIe METOMbl, 0OjIeryaioniye BbIBOM MHQpOpPMa-
uuu B JSON.

O)Xupaemble BbIXOAHbIE nepemMeHHble

Mopmysib MOKET BBIBOAMTD JTI0OBIE ITepeMeHHble, OlHaKO Ansible ompeme-
JISIeT crelyabHble IIpaBuIa [Jis BO3BpalllaeMbIX ITIepeMeHHbIX:

changed

Bce momynu Ansible momskHBI BO3BpaliaTh epeMeHHYI0 changed. I[To 3TO¥
JIorMuyeckoi mepeMeHHoi Ansible onpenenser dhakT M3MeHEeHMS COCTOSTHUS
xocTta monynem. Ecinu B 3aaue MMeeTcsl BbIpaxkeHue notify JJ1s1 yBegoMIIe-
HMST 06pabOoTUMKa, TO YBeAOMJIeH e OyIeT OTITPaBJIeHO, TOJIBKO €C/IN changed
VIMeeT 3HaueHNe true.

failed

Ecnu monynb moTepriesl Heyiauy, OH TOJIKeH BEepHYTh "failed": true. An-
sible paciieHUT MOMBITKY BBITIOJIHEHMS TAKOM 3a/laun HeYAAYHOI 1 ITpepBeT
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BBIMNIOJIHEHME TIOCIeAVIONIMX 3a4au Ha XOCTe, KpoMe cIydas, Korga 3azaua
COLeP>KUT BbIpakeHMe ignore_errors MM failed_when.

Ecnm Mopynb BBIMTOMHUIICS YCIEIIHO, OH LO/KEH BepHYThH "failed": false
MJTY BOOOIIE OITYCTUTH 3Ty IIepeMEHHYIO.

msg

[TepeMeHHYIO msg MOKHO MCITOJIb30BaTh JJI51 BBIBOIA COOOIEHMS C TIPUUA-
HOJ HeyJauy BbITIOTHEHUS] MOAYJIS.

Eciu 3apava norepriena Heygayy M MOAY/Ib BepHY/ MepeMEHHYIO msg, TO
Ansible BbIBemeT 3HaueHME ITOV IePEMEHHOI, XOTSI U B HECKOJIbKO MHOM
Buze. Hampumep, ecyin MOAY/Ib BEpHYII:

{"failed": true, "msg": "could not reach www.example.com:81"}

TO Ansible BbiBemeT:

falled: [fedora] ==> {"failed": true}
msg: could not reach www.example.com:81

Eciy Ha omHOM X0CTe MOZY/Ib IMOTEPIIUT Heyaaudy, To Ansible mpogomskut
paboTy ¢ IPYTMMU XOCTaMM, TI€ MOJIY/Ib BBITTOJTHUTCS YCITEIIHO.

Peanusayus modyneli Ha Python

s momyneit Ha Python Ansible rpemocTaBiiseT Kimacc AnsibleModule, yIIpo-
MIAIOIIMIT aHAMU3 BXOLHOV MHGOpPMAaIKK, BHIBOA, pe3ylnbTaToB B dopmare
JSON 1 BBI30B CTOPOHHUX MTPOTPAMM.

dakTuuecku, obpabaTteiBas monynu Ha Python, Ansible BHenpsieT apry-
MEeHThI HEeIOCpeICTBEHHO B CreHepUPOBAHHBIN KO, 130aBJissi OT He06Xo-
OVMMOCTU aHaIu3upoBaTh Gait ¢ aprymeHTamu. IlonpobHee 06 3TOM Mbl
MOTOBOPUM J1ajiee B 3TOV IIaBe.

HagaiiTe co3manum monynb Ha Python u coxpanum ero B daiine can_reach.
CHavaia pacCMOTPUM IOJHYIO peaau3aliuio, a IoToM obcyaum ee (CM. Ipu-
mep 19.3).

Mpumep 19.3. can_reach

#!/usr/bin/env python3
""" mopynb can_reach gna ansible
from ansible.module_utils.basic import AnsibleModule (1]

def can_reach(module, host, port, timeout):
""" meTof can_reach ycTaHaBAMBaeT tcp-COeAMHEHUE C MOMOLbI NC
nc_path = module.get_bin_path('nc', required=True) (2]
args = [nc_path, "-z", "-w", str(timeout), host, str(port)]
# (return_code, stdout, stderr) = module.run_command(args)
return module.run_command(args,check_rc=True) (3]
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def main():
""" mogynb ana ansible, mcnonb3ywumit netcat
ANA NPOBEPKM BO3MOXHOCTM coeanHermns """
module = AnsibleModule(
argument_spec=dict(
host=dict(required=True),
port=dict(required=True, type='int'),
timeout=dict(required=False, type='int', default=3)
)s

supports_check_mode=True

@ 00 060

)

# B pexvMe NpoBEPKN HUKAKMX AEACTBUI HE BbIMOAHAETCS
# TaK KaK 3TOT MOAY/Nb HE M3MEHAET COCTOAHMA XOCTa, OH MPOCTO
# Bo3Bpauaet changed=False
if module.check_mode:
module.exit_json(changed=False)
host = module.params[ 'host']
port = module.params['port']
timeout = module.params['timeout']

®@8 0

if can_reach(module, host, port, timeout)[0] ==
msg = "Could reach %s:%s" % (host, port)
module.exit_json(changed=False, msg=msg) ®
else:
msg = "Could not reach %s:%s" % (host, port)
module.fail_json(msg=msg) ®

if _name_ =="_ main_":

main()

O VMIopT BCIIOMOTaTeIbHOTO KJIAaCCa Ansibletodule.

® TlonydeHue MyTU K BHEITHEN MporpaMMe.

© BpI30B BHEIIIHEN MTPOTrPaMMBbI.

O Co3paHye 5K3eMILISIpa K/Iacca AnsibleModule.

© OmpepeneHne JOMYCTMMOTO Habopa apryMeHTOB.

@ 0O6s13aTenbHbIN apryMeHT.

@ Heobs13aTenbHbIN apTyMeHT CO 3HaUeHMeM 10 YMOTUaHUIO.

O [IpusHaK, YTO MOAY/Ib MOAAEPXKMBAET PEXXUM POBEPKM.

© IIpoBepka 3aIrycka MOAYJS B peKMMe ITPOBEPKMU.

© YcnenrHoe 3aBeplieHNe, liepeaeT BO3BpaliaeMoe 3HaueHue.

® lli3BieyeHye apryMeHTOB.

® BbIxop c Mpu3HAKOM ycrexa, BO3BpallaeT coobieHne 06 ycrexe.

® Brixon ¢ mpu3HaKoM OIIKMOKM, BO3BpalllaeT COOOIIeHNe C ONMMCcaHueM
OIIMOKNA.
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AHanus aprymeHTOB

T'opaszo mpoiiie MOHATH, KaK AnsibleModule BBITIOJHSIET aHAINU3 aPTYMEHTOB,
Ha npumMepe. HanmoMHI0, UTO HAIll MOZYJIb BBI3bIBAETCS, KAK IIOKA3aHO HIKE:

- name: Check if host can reach the database server
can_reach:
host: db.example.com
port: 5432
timeout: 1

[TpenIonokum, mapamMeTps host U port SIBJISIOTCS 00s13aTeIbHBIMMU, a time-
out — HET, CO 3HAaUYeHMeM II0 YMOJ/TYaHMIO 3c.

Co3pmaayMm 5K3eMILISIp AnsibleModule, TIepeaB CJIOBAPb argument_spec, KJIIIOUM
KOTOPOI'0 COOTBETCTBYIOT MMEHAaM ITapaMeTpOB, a 3HaAaUeHUS SIBJISIOTCS CJI0-
BapsMM ¢ MHQoOpMalLyeii o mapaMeTpax:

module = AnsibleModule(
argument_spec=dict(

B nipumepe 19.2 Mbl 00BSIBUIIM apTYMEHT host 00s13aTe/IbHbIM. Ansible BbI-
IACT OIMOKY, eC/u 3a0bITh IIEpPeIaTh €ro B BbI3OB 33/1aUM:

host=dict(required=True),

[TapameTp timeout sSIBJIIETCSI HeOOsI3aTeabHBIM. Ansible cunraeT, 4To B ap-
TyMEHTax IepeaarTcs CTPOKM, KpoMe CTydaeB, KOTa 3asiBjieHo nHoe. [Tepe-
MeHHas timeout — 1Iesioe uKciao. Ee Tum ompemensercs Kak int, 9T00bI Ansible
MOIJIa aBTOMAaTHUYeCKM ITpeobpa3oBaTh 3HaUeHue B unciao Python. Eciu ma-
paMeTp timeout He 3aJjaH, MOIY/Ib YCTAHOBUT €r0 PaBHBIM 3:

timeout=dict(required=False, type='int', default=3)

KoHCTpYKTOP AnsibleModule TIpMHMMAET TaKKe APyrue apryMeHThbl, KpoMe
argument_spec. B ripebigyIieM rmpumepe Mbl JOOABUIM apTyMEHT:

supports_check_mode = True

OH co06I1IaeT, YTO MOIY/Ib IOAIEePKUBAET PEXKMUM ITPOBEPKM. MbI paccMo-
TPUM €ro Jajiee B 3TOJi IJIaBe.

HocTtyn K napametpam

ITocie 0OBSIBIEHMSI 0OBEKTA AnsibleModule MOSIBJISIETCSI BO3SMOXKHOCTD O0-
CTyIIa K 3BHaYEHMAM apryMmeHTOB Uepe3 CJIOBAPb params:

module = AnsibleModule(...)
host = module.params["host"]
port = module.params["port"]
timeout = module.params["timeout"]
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Mnasa 19. CobcrBeHHbIE MOAYN

MmnopTtupoBaHue BCcnoMoratesibHOro Kjaacca
AnsibleModule

Ansible pa3BepThIBaeT MOIY/IM Ha XOCTax, repemaBast ux B ¢aiiax ZIP,
BKJIIOUAIOIIMX TaKKe BCrioMoraTtesbHble (aiinbl. Kak cyiefcTBue, eCTb BO3-
MOSKHOCTb SIBHO MMIIOPTMPOBATh KJIACChI, HAIIpUMeEp:

from ansible.module_utils.basic import AnsibleModule

CBoiicTBa apryMeHTOB

Kaxkmplit aprymeHT Momy/st Ansible mMmeeT HeCKOIbKO CBOVICTB, IIEPEUNC-
JIEHHBIX B Ta6O/I. 19.1.

Tabnuua 19.1. CBovicTBa apryMeHTOB

CBOICTBO OnucaHune
required Ecnu True, TO apryMeHT cuntaeTcs 06s3ateNbHbIM
default 3HauyeHue No yMONYaHMI ANa Heobsa3aTenbHOro apryMeHTa
choices CnNucok fonyCTUMbIX 3HAYEHUIM ANS apryMeHTa

deprecated_aliases

KOpTE)K M CNUCOK cnoaapeﬁ C UMEHaMMU, BEPCUAMMU, OATAMMU,
MMEHaMM KONINEeKLMIA

aliases [lpyrve nmeHa, KoTopble MOXHO MCMONb30BaTh Kak NCEBAOHMMbI 3TOMO
aprymeHTa

type Tun aprymeHTa.

elements Ecnu TMn onpepeneH kak CrMcoK, TO ero 3/1eMeHTbl ONpeaenstoT TUMbl
3/IEMEHTOB CMNCKA

fallback KopTex ¢ dyHKUMEN 1 CNMMCKOM NapaMeTpoB A1 Nepeaayn e

no_log 3HayeHue True 3anpeLLaeT KypHaaMpoBaHUe NOBEAEHNS MOLYNS

options Peanu3yeT BO3MOXHOCTb CO3aHMS COCTaBHbIX apryMeHTOB B BUAE

cnosapeit?

mutually_exclusive

Cnu1coK B3aMMOUCKIOYAKOLWMX APryMeHTOB

required_together

Cnucok APryMeHTOB, KOTOPbl€ A0/DKHbI NepenaBaTbCa BMeCTe

required_one_of

Cnu1coK apryMeHTOB, U3 KOTOPbIX XOTS Obl OAMH AOMKEH NepeaaBaTbCs
MOZAY/IO

required_if

MocnenosaTenbHOCTb MOCEN0BATENbHOCTEN

required_by

CnoBapb, 0TOOpaXatoLLMii UMEHa NapaMeTpoB B NOC/IeL0BATENbHOCTb
MMEH NnapameTpoB

required

CBOJACTBO required — eAMHCTBEHHOE, KOTOPOE BCeraa JODKHO ONIpenessiTh-
cs1. Eciv ero 3HaueHme paBHO True, Ansible coo61mmT 06 OIIMOKe Ipy MOTbIT-
Ke BBI3BaTh MOAY/b O€3 9TOro apryMeHTa.
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B ripumepe MOyIIsT can_reach apryMEeHTBI host ¥ port SIBJISTFOTCSI 00sI3aTe/Tb-
HBIMU, a timeout — HET.

default

IIJIsT apryMeHTOB C required=False HEOOXOIMMO OIIPENEIUTh B 9TOM CBOJi-
CTBe 3HaUeHMe M0 YMOIYaHMI0. B HalllemM nmpumepe:

timeout=dict(required=False, type='int', default=3)
Ecnu nmosb30BaTesb MOMBITAETCS BBI3BATH MOJYJ/Ib TaK:
can_reach: host=www.example.com port=443

TO apPTYMEHT module.params["timeout"] aBTOMATUUECKM TIOTYUUT 3HAUEHNE 3.

choices

CBOJICTBO choices MO3BOJISIET OTPAHUYNUTh 3HAUEHMS apryMeHTa IIpeo-
NpefieJIeHHbIM CITMCKOM, KaK B (Jiydae C apryMeHTOM distros B CIeAYIOLIEM
npuMepe:

distro=dict(required=True, choices=['ubuntu', 'centos', 'fedora'])

Ecnu nonb3oBatenpb MONpooyeT repenaTh B apryMeHTe 3HaueHue, OTCYT-
CTBYIOLIIee B CIICKe, HAlIpUMeD:

distro=debian

T0 Ansible BeiBefeT coobiieHne 06 ommnodKe.

aliases

CBOJICTBO aliases MO3BOJISIET MCIIONIb30BaTh APYyrMe MMeHa Jjisg obpale-
HMS K apryMeHTy. Hammpumep, pacCMOTPUM apryMeHT package B MOAYJIE apt:

module = AnsibleModule(
argument_spec=dict(

package = dict(default=None, aliases=['pkg', 'name'], type='list'),

)

TTOCKOMBKY pkg M name SIBJISIIOTCS TICEBIOHMMAaMM apryMeHTa package, CIeIy-
IOIie BbI3OBBI MO/IY/ISI 9KBUBAJIEHTHI:

- apt:
package: vim

- apt:
name: vim

- apt:
pkg: vim
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type
CBoiicTBO type JaeT BO3MOXXHOCTDb O0ODBSIBUTD TUIT dpryMeHTa. ITo yMo/da-
HMIo Ansible cunTaeT, UTO aprymMeHTbI SIBJISIIOTCSI CTPOKaAMIA.
OmHaKko Bbl MOKETEe SIBHO OOBSIBUTH TUII apryMeHTa, 1 Ansible mpeo6pa-
3yeT apryMeHT B skejlaeMblii popMart. ITogaepkmMBatoTCs CIeayIOIIe TUTTbI:
e str
e list;
e dict;
e bool;
e 1int;
e float;
e path;
° raw;
® jsonarg;
e json;
e bytes;
e bits.

B Ha1iem nmpumepe Mbl OObSIBUIM apTYMEHT port C TUITOM int:
port=dict(required=True, type='int'),

[Tpu ob6paleHny K HeMy uepe3 CJI0Baphb parans:

port = module.params['port']

MBI TTIOJIYUYMM IepeMeHHYIO port C IIeJIbIM YMCIOM. Ecin 6bI MBI He O6’b${BI/I-
JIN TUIT apTyYMEHTa KaK int B MOMEHT O6'bHBJ'I€HI/I${ CBOJICTBA port, TO CChIJIKa
module.params[ 'port'] BepHyJa 6bI CTPOKY, a He I1eJI0€ YMCIIO.

DNeMeHThI B CIMCKAax pasfesisioTcs 3amnsaToi. Hanpumep, ecnu mpexncra-
BUTDb,YTO Y HAC €CTb MOAY/Ib fooC APryMeHTOM colors, IMPpMHMMalOIM CITMCOK:

colors=dict(required=True, type='list')
TO MbI JOJIKHBI OyieM Iepe1aBaTh B HEM CITMCOK, KaK ITOKa3aHO HIDKeE:
foo: colors=red,green,blue

[TepenaBath c10Bapy MOXKHO B BUZ€e CITMCKOB I1ap Kk/uwy=3Hauenne, Pa3iesieH-
HBIX 3aISIThIMMU, 160 B popmate JSON.
Hanpumep, nycTb MMeeTCss MOLYJIb bar C apr'yMeHTOM tags TUIIA dict:

tags=dict(required=False, type='dict', default={})
B aTOM Cityyae apryMeHT tags MOXKHO IepeaTh TaK:

- bar: tags=env=staging,function=web
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VI TaK:

- bar: tags={"env": "staging", "function": "web"}

Iyt 0603HavYeHMsT CIIMCKOB U CJIOBapeii, KOTopble IepealoTcsl MOMY/ISIM
B KauecTBe aprymMeHTOB, B obUIMaIbHONI TOKyMeHTaluu Ansible mucronb-
3yeTcsl TEPMUH cocmasHole apeymeHmeot (complex args). ITopsmoxk nepemaumn

COeHapuAaM apryMmeHTOB 3TUX TUIIOB OIIMCbIBAE€TC B pa3aeiie «KOpOTKOE OT-
CTyIVIEHME: COCTaBHbIE€ apPI'YMEHTLI 3aa4» IVIaBbIl 7.

AnsibleModule: napametpbl MeTopa
WHULMaNM3aTopa

MeTon-MHUIIMAIM3AaTOP Kaacca AnsibleModule MpMHMMAET HECKOJbKO Ta-
pameTpoB (Tabm. 19.2). EIMHCTBEHHBIM 00sI13aTe/IbHbIM ITapaMeTPOM SIBJISI-
€TCd argument_spec.

Ta6nuua 19.2. AprymeHTbl MHMLManu3aTopa AnsibleModule
Mo

Mapametp OnucaHue
yMOn4YaHuio

argument_spec (Hem) CnoBapb ¢ nHdbopMaumein 06 aprymeHTax

bypass_checks False Ecnu True, To He NpoBepsieT HMKaKMX
OrpaHWyYeHui Ang napaMeTpoB

no_log False Ecnu True, TO He XXypHanupyeT NoBefeHns 3TOro
mMoayns

check_invalid_arguments True Ecnu True, To BO3BpaLLaeT owmMOKy Npu NonbITKe

Bbl3BaTb MOAY/Ib C HEOMO3HAHHbIM apryMeHTOM

mutually_exclusive (Hem) CnmMcok B3aMMOMCKIIOHAOLWMX apryMEHTOB

required_together (Hem) CnucoK apryMeHToB, KOTOpPbI€ LOMIXKHbI
nepenaBaTbCs BMeCTe

required_one_of (Hem) Cnuncok apryMeHTOB, U3 KOTOPbIX XOT$ Obl OAMH
LO/KeH nepenaBaTbCs MOAYI0

add_file_common_args False Moppoepxka aprymeHToB Moayns file
supports_check_mode False Ecnu True, To MOAyNb NOAAEPXKMBAET PEXMM
npoBepku

argument_spec

CnoBapb, cofepskaliuit OrycaHusI BCeX TOIMyCTUMBbIX apTyMeHTOB MOZYJIS,
KaK paccKa3blBaJIOCh B IIPeAbIAYIeM paszere.

no_log
Korga Mmomysib BBITIOJTHSIETCSI HA XOCTE, OH BBIBOAUT MH(OpMaInio o pabo-
Te B XXypHa syslog, Haxomsmuiics B Ubuntu B kaTtasore /var/log/syslog.



380 <+ [nasa 19.CobcTBEHHbIE MOaYNM

BbIBOJI, BHIVISIAUT CJIEAYIONIMM 06pa3oM:

Aug 29 18:55:05 ubuntu-focal python3[5688]: ansible-lineinfile Invoked with
dest=/etc/ssh/sshd_config.d/10-crypto.conf regexp="HostKeyAlgorithms line=
state=present path=/etc/ssh/sshd_config.d/10-crypto.conf backrefs=False
create=False backup=False firstmatch=False unsafe writes=False
search_string=None insertafter=None insertbefore=None validate=None
mode=None owner=None group=None seuser=None serole=None selevel=None
setype=None attributes=None

Aug 29 18:55:05 ubuntu-focal python3[5711]: ansible-stat Invoked with
path=/etc/ssh/ssh_host_ed25519 key follow=False get_md5=False
get_checksum=True get_mime=True get_attributes=True checksum_algorithm=shal
Aug 29 18:55:06 ubuntu-focal python3[5736]: ansible-file Invoked with
path=/etc/ssh/ssh_host_ed25519_key mode=384 recurse=False force=False
follow=True modification_time_format=%Y%m%d%H%M. %S
access_time_format=%Y%ml%d%H%M. %S unsafe_writes=False state=None
_original_basename=None _diff peek=None src=None modification_time=None
access_time=None owner=None group=None seuser=None serole=None selevel=None
setype=None attributes=None

Aug 29 18:55:06 ubuntu-focal python3[5759]: ansible-lineinfile Invoked with
dest=/etc/ssh/sshd_config regexp="HostKey /etc/ssh/ssh_host_ed25519 key
line=HostKey /etc/ssh/ssh_host_ed25519 key insertbefore="# HostKey
Jetc/ssh/ssh_host_rsa_key mode=384 state=present path=/etc/ssh/sshd_config
backrefs=False create=False backup=False firstmatch=False
unsafe_writes=False search_string=None insertafter=None validate=None
owner=None group=None seuser=None serole=None selevel=None setype=None
attributes=None

Ecmn mopynb mpuHMMaeT KOHOUAEHIIMAAbHYI0 MHGOpPMAIMI0 B apry-
MEHTax, TO IIpedIIouTUTe/JIbHeEe OTK/IIIOUNTD XXYPHa/JIMPOBaHNeE. ,H,J'IH OTKIJIIO-
yeHMs 3amucu B syslog repefaiiTe B MHULIMAIM3ATOP AnsibleModule TapameTp
no_log=True.

check_invalid_arguments

ITo ymomuanuio Ansible rmpoBepsieT TOMyCTUMOCTb BCEX apTyYMEHTOB, I1e-
penaBaeMbIX MOAY/I0. OTY ITPOBEPKY MOKHO OTK/IIOUUTD, IepefaB B MHULIM -
anusaTtop AnsibleModule rmapamMeTp check_invalid_arguments=False.

mutually_exclusive

[TapameTp mutually_exclusive COOEPKUT CIIMCOK apryMeHTOB, KOTOpbIE
HeJb3s1 OMHOBPEMEHHO IepenaBaTh Moaynato. Harpumep, Mmomyib lineinfile
TO3BOJISIET JOOABUTh CTPOKY B ¢aiii. EMy MOXKHO repenaTh apryMeHT insert-
before CO CTPOKOI AJIsI BCTaBKY Iepel YKa3aHHOM MJIM apTyMeHT insertafter
CO CTPOKOJI IJ1s1 BCTaBKM MOC/Ie yKa3aHHOM. Ho Henb3s repefaTh cpasy oba
apryMeHTa.
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ITosTOMY MOIY/Ib OMpeme/sieT 9TU ABa apryMeHTa KaK B3ayMOMCKI/IIOUa-
IoLMe:

mutually_exclusive=[['insertbefore', 'insertafter']]

required_one_of

[TapameTp required_one_of oOIpenensieT CIUCOK apryMEeHTOB, U3 KOTOPbIX
XOTsT ObI OIVH JO/IKeH OBITh TepelaH MoayIo. Harmpumep, Momgyib pip, UC-
TOJIb3YEMBINA [JIS1 YCTAaHOBKYM TMakeToB Python, MokeT NMpuUHSITH MO0 apry-
MEHT name C MMEHEM TIaKeTa, MO0 apTyMeHT requirements ¢ MMeHeM (aiina,
coflepsKalllyIM CITMCOK ITakeToB. Heo6XoauMoCTh Iepeaui XOTs ObI OTHOTO
M3 apryMeHTOB OIIpee/ieHa B MOAYJI€ TaK:

required one_of=[['name', 'requirements']]

add_file_common_args

MHorue Momy/IM CO3MAI0T WM MOAUGUIIMPYIOT (aiisl. ITosb30BaTeTIO
YyacTo TpebyeTcsl yCTAaHOBUTh HEKOTOPbIe aTpUOYThl KOHEYHOTrOo aiiia, Ta-
K¥e Kak Bjafeell, FPyIna 1 pa3peneHmsi.

VCTAaHOBKY 3TUX aTPUOYTOB MOKHO ITPOM3BECTY C IIOMOIIbIO MOTYJIS file:

- name: Download a file
get_url:
url: http://www.example.com/myfile.dat
dest: /tmp/myfile.dat

- name: Set the permissions
file:
path: /tmp/myfile.dat
owner: vagrant
mode: '0600'

Ansible mo3BosisieT yKasaTh, UTO MOAY/Ib IPMHMMAET BCE Te Ke apryMeH-
ThI, UTO ¥ MOMIYJb file. Brarogapst aToMy MOKHO MOTPe6OBaTh YCTaHOBUTD
aTpubyThI (aityia, MpoCTo rMepeaaB COOTBETCTBYIOIINE apIyMEHTbI MOMIYJIIO,
KOTOPBbIIi cO3/1aeT Wi u3MeHsiet daiiibl. Hapumep:

- name: Download a file
get_url:
url: http://www.example.com/myfile.dat
dest: /tmp/myfile.dat
owner: vagrant
mode: '0600'

YToObI OOBSIBUTH IMOAIEPKKY MOOY/IEM 3TUX apryMeHTOB, HEOOXOIVMO
repefaThb rmapameTp:

add_file_common_args=True
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Kiacc AnsibleModule IIpeocTaBisieT BCIIOMOraTe/IbHbIe MeTObI IJIs1 00pa-
OO0TKM MepeunCIeHHbIX TapaMeTpPOB.

MeTon load_file_common_arguments MPMHMMAET CJIOBapb C IapaMeTpaMu U
BO3BpalllaeT (JIOBaphb lapaMeTpoB CO BCEMU apryMeHTaMu, COOTBETCTBYIO-
MMM YCTaHOBJIEHHBIM aTpMOyTam daiina.

MeTop set_fs_attributes_if_different mMpMHMMaeT CJIOBapb C IapameTpa-
MU U JIOTUYeCKUi ¢iar Kak Ipu3HaK U3MeHeHMs COCTOSHMS xocTa. MeTtog,
yCcTaHaBIMBaeT aTpubyThI (paiija M BO3BpaIllaeT true, €CIM COCTOSTHME XOCTa
M3MEHWIOCH (JTMO0 BXOIHOI apryMeHT-¢Jiar uMes 3HaUeHMe true, TMOO BbI-
MTOJIHEHO M3MeHeHue ¢aiiia Kak Mo60uHbIi 3P deKT).

Ecsiu BbI UCITOTb3yeTe 06IIMie apryMeHTbI [T YCTaHOBKM aTpUOYTOB ¢aii-
JIOB, He ompenensiiTe ux SBHO. [Ij19 10CTyna K STUM apryMeHTaM U YCTaHOB-
KM aTpuOyTOB (haiiyia UCIOIb3YiiTe BCIIOMOTraTeTbHbIe METOIbI:

module = AnsibleModule(
argument_spec=dict(
dest=dict(required=True),

),

add_file_common_args=True

)

# "changed" nonyuut 3HauyeHue True, eCM MOAYNb M3MEHWA COCTOAHME XOCTa
changed = do_module_stuff(param)

file_args = module.load_file_common_arguments(module.params)

changed = module.set_fs_attributes_if_different(file_args, changed)
module.exit_json(changed=changed, ...)

Ansible npepnonaraet, YTo MOAY/Nb MMEET APryMeHT path WK
dest, cogepxawmi nyTb K danny. K coxxaneHuto, He Bce Moayu
OnpeLenstoT 3TM NapaMeTpsbl, NO3TOMY B C/ly4ae COMHEHUIt Npo-
BepbTe:

$ ansible-doc module

bypass_checks

[Ipeskme ueMm 3amyCTUTh MOIY/b, Ansible mpoBepuT, Bce M apryMeHTbI
YIOBJIETBOPSIIOT OTPAHMYEHMSIM, U, /I KaKOe-TO OTpaHNYeHe HapyIIeHO,
coobmuT 06 ommbKe. [I[poBepKa cCUMTAETCS ITPOIAEHHOM, eCITN:

¢ HeT B3aMMOMCK/IIOUAKIINX apTYMEHTOB,;
e [IepenaHbl BCe apryMeHTbl, OTMeUeHHbIe KakK required;
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e apryMEHTbI CO CBOMCTBOM choices MMEIOT AOITYCTUMbIE 3HAUEHMS ;

* APryMeHTHI C 3aaHHBIM TUIIOM type MMEIOT COOTBETCTBYVIOLIVE 3HA-
YeHusd,

e apPTryMEHTbI CO CBOVCTBOM required_together CIIOJIb3YIOTCS COBMECTHO;

e [iepenaH XOTd ObI OVH apTryMEHT 13 CIIMCKa required_one_of.

Bce 5Tu ipoBepKyM MOXKHO 3alIPeTUTh, YCTAHOBUB bypass_checks=True.

Bo3BpaT npusHaka ycnewHoro 3aBepLieHus
WU Heyaaum

YT06bI COOOUINUTH 06 YCIIENTHOM 3aBepIIeHMM, UCIIONb3YITe METOI exit_
json. BbI Bcerma mo/IKHBI BO3BpallaTh (Iar changed, ¥ XOpOIlei MPaKTUKOI
CUMTAETCs BO3BPAIATh msg C OCMbBICJIEHHBIM COOOIIEHEM

module = AnsibleModule(...)

module.exit_json(changed=False, msg="meaningful message goes here")

Jl1st BRIBOZIA COOGIIEHMSI O Heymaue UCIIOoNb3yiiTe MeTop, fail_json. Becerma
BO3BpalliaiiTe coobIneHne nsg, 00BSICHSIOINIEe TPUUMHbBI HeyIau:

module = AnsibleModule(...)

module.fail_json(msg="0ut of disk space")

Bbi30B BHELWWHMX KOMaHA,

Kitacc AnsibleModule mpegoCTaBiisieT METOL, run_command JJISI BbI30BA BHEIII-
HMX IIPOrpaMM, KOTOPbIi UCMOMb3yeT MoAy/ab Python subprocess. OH puHM-
MaeT apTyMEeHTHI, IepeurncyieHHbIe B Tabm. 19.3.

Tabnuua 19.3. AprymeHTsl run_command

Mo
AprymeHT Tun OnucaHue
YMOJTYQHUIO
args Crpoka unu cnmcok (Her) KoMmaHza ans BbinonHeHUs
(no ymonyaHuio) CTPOK (cM. cnenytowmm pasaen)
check_rc Nornyeckuii False Ecnm True, nponssoaut Bbi3oB fail_
json, KOraa KOMaHAA BO3BpaLLaeT
HeHyneBoe 3HaYeHue
close_fds TNornueckuii True MNepepaet kak aprymeHT close_fds
B BbI30B subprocess.Popen
executable Crpoka (HeT) Mepepaet Kak apryMeHT executable
(nyTb K NporpaMme) B BbI30B subprocess.Popen
data Crpoka (HeT) Mocbinaetcs B CTaHAAPTHbIN BBOA,
fo4yepHero npouecca
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Mo
AprymeHT Tun Onucanune
yMON4YaHuio
binary_data TNornyeckuit False Ecnu False u npucytcrayeT data, TO
Ansible nepenacTt cumBon nepeeoga
CTPOKM B CTaHAAPTHbIV BBOA Moc/ie
data
path_prefix Crpoka (HeT) Cnucok nyTen, pasaeneHHbix
(cnuncok nyTei) ABoeTounaMu, ang nobasneHuns nepeq
COAEPXMMbIM MEPEMEHHON OKpYKe-
HUAa PATH
cwd Crpoka (HeT) Ecnm onpeneneH, To Ansible nepenaet
(nyTb K KaTanory) B 3TOT KaTasior nepea, 3anyckom
use_unsafe_shell Norunyeckuit False CM. cnepytowwmin pasaen

Ecnn args mepemaeTcst Kak CIMcOK (cM. ipumMep 19.4), To Ansible Bei3oBer
subprocess.Popen C ITapaMeTpPOM shell=False.

Mpumep 19.4. MNepepava args co CNMCKOM
module = AnsibleModule(...)

r:wc;&ule.run_command(['/usr/local/bin/myprog‘, "-1', 'myarg'])

Ecu B args mepeaTh CTPOKY, KaK ITOKa3aHo B IIpuMepe 19.5, To moBefgeHme
OymeT 3aBMCETb OT 3HAUYEHMSI use_unsafe_shell. EC/IM use_unsafe_shell=false, TO
Ansible pa300beT args Ha CIMCOK ¥ BBI3OBET subprocess.Popen C ITapaMeTPOM
shell=False. Ecint use_unsafe_shell=true, To Ansible mepemact args B subprocess.
Popen B BUJI€ CTPOKM C shell=True'.

Mpumep 19.5. Mepenava args co CTPOKOM
module = AnsibleModule(...)

module.run_command(' /usr/local/bin/myprog -1 myarg")

Pexxum npoBepku (Mpo6HbIA NPOroH)

Ansible mogaepkuBaeT CIelMaabHbIN pexum nposepku, KOTOPBI BKITIO-
YaeTcs IIpU nmepenadye KoMmaHze ansible-playbook mapameTpa -C Min - -check. ITo
CBOE€Ji CYyTU OH MOXO0K Ha PEKUM NPOOH020 NPO20HA, KOTOPBIN TTOAAePKIUBA-
0T MHOTHE IPYTYie UHCTPYMEHTHI.

[Tpu BBITIOTHEHMN B pesKMME MMPOBEPKU ClIeHApUIi He TIPOU3BOAUT Ha XO-
CTe HUKAKUX M3MeHEeHMi, a TPOCTO COOOIaeT, Kakue 3aJaun MOTYyT U3Me-
HUTb COCTOSIHME XOCTa, BO3Bpalasi MPU3HAaK YCIENTHOTO BbITTOJIHEHMS 6e3
BHeCeHMs M3MeHeHMi Iy cooblieHye 06 olnoKe.

1 3a gononHuTenbHOM MHGOpMaImeii o kinacce subprocess . Popen B cranmapTHOIi 6ubamoreke Python

o6paraiitech K jokymenTauuu (https://oreil.ly/trNKm).


https://oreil.ly/trNKm
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Mopaynb LOMKEH IBHO NOAAEPXKMBATL PEXMM MPOBepPKU. EC/in Bbl
cobupaeTech Hanucatb CBOW MOAY/b, TO PEKOMEHAYI0 f006aBUTb
B Hero noaaepXKy pexvma nposepku, 4Tobbl oH Hbin fobpono-
pAO0YHbBIM rpaxaaHUMHOM Ansible.

Y1061 co06IUTh Ansible, YToO MOAY/Ib MOAAEPKMUBAET PEKMUM IPOBEP-
K1, TiepenanTe MeETONY-MHULMAIMU3ATOPY Kiacca AnsibleModule mapameTp
supports_check_mode CO 3HaUEHMEM True, KaK ITOKa3aHO B mpumMepe 19.6.

Mpumep 19.6. YBenomneHune Ansible o noaaepxke pexmma npoBepku

module = AnsibleModule(
argument_spec=dict(...),
supports_check_mode=True)

Mopmynb DO/DKEH OMpenenTh PEKMM ITPOBEPKOI 3HAaueHusT aTpubyTa
check_mode 06beKTA AnsibleModule, Kak TIOKa3aHO B mpumepe 19.7, 1 BbI3BaTh
MeTO[I, exit_json M fail_json, KAK OOBIYHO.

Mpumep 19.7. NpoBepka pexrma

module = AnsibleModule(...)
..1f module.check_mode:
# npoBepuTb, MOr Obl MOLY/Jb BHECTW U3MEHEHUS
would_change = would_executing_this_module_change_something()
module.exit_json(changed=would_change)

Kak dBTOp MOAYJisdA, Bbl JO/DKHBI TAKXK€ rapaHTMPOBATb, UTO B pEXMME
IMPOBEPKM Balll MOAYJIb HE M3MEHNUT COCTOSHMS XOCTa.

JokymenmupoeaHue Mooyns

B cooTBeTCTBUM €O cTaHAApTaMu ITpoekTa Ansible Momy/ny 06s13aTeTbHO AOIK-
HbI IOKYMEHTMPOBaThbCs, YTo0bl HTML-goKyMeHTalus 10 MOAY/II0 TeHepu-
pOBaIach KOPPEKTHO ¥ MpOrpaMMa ansible-doc MOIIa 0TOOpasuTh ee. Ansible
MCTIOb3YyeT 0COObIN cHTaKcMC YAML a1 TOKyMeHTPOBaHMSI MOAYJIE.

bimke K Havanmy MOZYJS OMpeneinTe CTPOKOBYIO TTePeMEHHYI0 DOCUMEN-
TATION C OMMCAaHMEM U CTPOKOBYIO IEPEMEHHYIO EXAMPLES C TIpMMepaMu UC-
nosib3oBaHust. Ecyin Momysib Bo3BpaiaeT nadopmaiyio B popmare JSON, To
OTpasuTe 3TO B IIepeMeHHOI RETURN.

B npumepe 19.8 npuBoauTcs paspen ¢ OKyMeHTaluen At MOIYJIS can_
reach.

Mpumep 19.8. Mpumep Moayns ¢ AOKYMeHTauuen
DOCUMENTATION = r'"'
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module: can_reach
short_description: lpoBepsAeT focTynHOCTL cepaepa
description: MpoBepsieT BO3MOXHOCTb MOAK/JHYEHNA K YAANEHHOMY CEpBEpY
version_added: "1.8"
options:
host:
description:
- Mg xocTa wm IP-agpec
required: true
port:
description:
- Homep nopta TCP
required: true
timeout:
description:
- [lnTenbHOCTb NoMbiTkM (B CEKYHAAX) YCTaHOBUTL COEAMHEHME,
npexje 4YeM OHa byaeT 0ObABNEHA HEyaauHON
required: false
default: 3
requirements: [nmap]
author: Lorin Hochstein, Bas Meijer
notes:
- 3TO NPOCTO MpUMEp, AEMOHCTPUPYKWNI, KaK MUCaTb MOAYIM.
- B03MOXHO, Bbl MPEANOYTETE MUCMONb30BaTh BCTPOEHHbIM Moayab M(wait_for).
EXAMPLES = r'"'
# MpoBepuTb, 3anyueH I Ccepeep SSh C TailM-ayToM MO yMoAYaHMi
- can_reach: host=localhost port=22 timeout=1
# MpoBepuTb, 3amylieH n Ccepeep postgres C TaliM-ayToM MO YMONYAHK
- can_reach: host=example.com port=5432

T

B mokymeHTaLum OMyCcKaeTcs UCII0/Ib30BaTh PYAMMEHTAPHYIO Pa3METKY.
B Tab6s1. 19.4 onmcbiBaeTCSI CMHTAKCHUC Pa3sMeTKU, ITOAAep>KMBaeMOii MHCTPY-
MEHTOM BbIBOJA IOKYMEHTAaIMM, & TAKXKe COBETHI IO €€ MCII0Ib30BaHMIO.

Ta6nuua 19.4. PazmeTka B 4OKYMEHTaLUu

Tun MpuMep cuHTaKcuca Korna ucnonb3oBatb
URL U(http://www.example.com) [nsa otobpaxeHus agpecos URL
Mogaynb M(apt) MmeHa mopynei
Kypcus I(port) MmeHa napameTpos
MOHOLIMPUHHDIA C(/bin/bash) MmeHa ¢aitnos 1 napamMeTpos

CymecTBylolniye Moy Ansible SIBJSIIOTCS TTpeBOCXOAHBIM MCTOYHUKOM
MIPUMEPOB /151 JOKYMEeHTUPOBaHMS.
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Omnadka moodyns

B penosutopun Ansible Ha GitHub mMmeeTcst napa ciieHapyueB, TTO3BOJISIIO-
VX 3aIyCKaTh MOAY/IM HEIOCPEICTBEHHO Ha JIOKaJIbHOM MalnHe, 6e3 mc-
IMOJIb30BaHMSI KOMAH/IbI ansible MM ansible-playbook.

Knonupyiite penosutopuii Ansible:

$ git clone https://github.com/ansible/ansible.git

[TepelinyiTe B KOPHEBOI KaTa/JIOT KIOHMPOBAHHOTO PEMO3UTOPUSI:
$ cd ansible

CospmariTe BUPTyaJibHOE OKPY>KEHME:

$ python3 -m venv venv

AKTUBUPYIITE BUPTYQJIbHOE OKPY>KEHME:

$ source venv/bin/activate

VcTaHOBUTE HEOOXOIVIMbIE 3aBUCYMOCTHA:

$ python3 -m pip install --upgrade pip
$ pip install -r requirements.txt

3amycTuTe clieHapuit HAaCTPOKY OKpYKeHMsT pa3paboTKu:

$ source hacking/env-setup

Bri3oBuTe MOOYJIb:

$ ansible/hacking/test-module -m /path/to/can_reach -a "host=example.com port=81"

ITocKkoMbKY Ha example.com HeT CIYyKObI, 06CTYKMBaloIeli mopT 81, Mo-
Iy/Tb 3aBEPUINTCS C OLUIMOKOI U BepHET COO0IeHNe:

* {ncluding generated source, if any, saving to:
/Users/bas/.ansible_module_generated

* ansiballz module detected; extracted module source to:
[Users/bas/debug_dir

kkkkkkkkkkhkhkkhkkhkkkhkhkkhkkhkkkk

RAW QUTPUT

"emd": "fusr/bin/nc -z -v -w 3 example.com 81", "rc": 1, "stdout": "",
"stderr": "nc: connectx to example.com port 81 (tcp) failed: Operation timed
out\n", "failed": true, "msg": "nc: connectx to example.com port 81 (tcp)
failed: Operation timed out", "invocation": {"module_args": {"host":
"example.com", "port": 81, "timeout": 3}}}

kkkkkkkkkhkkhkkhkkhkkhkkhkkhkkhkkkk

PARSED OUTPUT
{
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"emd": "/usr/bin/nc -z -v -w 3 example.com 81",
"failed": true,
"invocation": {
"module_args": {
"host": "example.com",
"port": 81,
"timeout": 3
}
1
"msg": "nc: connectx to example.com port 81 (tcp) failed: Operation
timed out",
"rc": 1,
"stderr": "nc: connectx to example.com port 81 (tcp) failed: Operation
timed out\n",
"stdout": ""

}

Kaxk ciemyeT 13 IoJTy4eHHOTO COOOIIeHMST, TTPY 3amycKe test-module Ansible
creHepupyet ciieHapuii Ha Python u ckonupyet ero B ~/.ansible_module_
generated. 9To aBTOHOMHBIV clieHapuit Ha Python, KOTOpbIi MOSKHO UCITOJ/Tb-
30BaTh HEMOCPEICTBEHHO.

Haunnas ¢ Bepcun Ansible 2.1.0, aTot ciieHapuit Ha Python BkitouaeT co-
nepsxkumoe ZIP-daiina B popmate base64 ¢ MCXOOHBIM KOJOM Balllero Mo-
IIyJisl, @ TaKKe Ko, /ISl pacnakoBky 3toro ZIP-daiina 1 BhimosHeHUsT Koja
BHYTPU HETO.

OTOT (aiiyl He MPUHMMAET HUKAKMX apTyMEHTOB — BCe He0OXOAMble ap-
rymeHTbl Ansible BcTpauBaeT HerocpeaCcTBeHHO B (aiii, B epeMeHHYIO
ANSIBALLZ_PARAMS:

ANSIBALLZ_PARAMS = '{"ANSIBLE_MODULE_ARGS": {"_ansible_selinux_special fs":
["fuse", "nfs", "vboxsf", "ramfs", "9p", "vfat"], "_ansible_tmpdir":
"[Users/bas/.ansible/tmp/ansible-local-12753r6nenhh",

" ansible keep remote files": false, " ansible version": "2.12.0.dev0",
"host": "example.com", "port": "81"}}'

M3yuyeHne oco6eHHOCTEI OTIagKy MoayJieil B Ansible moMoykeT BaM J1yd-
IlIe TTOHSTh, Kak paboTaeT cucTeMa, Jaske ecy Bbl He cobupaeTech MuUcaTh
CBOM MOJYJ/IN.

Co30aHue modyns Ha Bash

Eciu BBl cobMpaeTech co3gaBaTh CBOM MOmy/u Ajist Ansible, s coBetyio mu-
cath ux Ha Python, moTomy uTo, Kak MbI BUAEIM BbIllle B 3TO I7aBe, MIJIsI
Takux monyneit Ansible mpemocraBiisieT BcrioMorartenabHble Kiaacchbl. st
yrpasieHus cucremamu Windows MCIIOIb3yIOTCSI MOAY/IM, HAMTMCAHHBIE HA
PowerShell. OgHako mpu skeJlaHUM MOIY/IM MOKHO TMCATh HA IPYTUX S3bI-
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KaX. DTO MOKET IMOTpe6oBaThCsl, HAIIPUMED, €CJIM MOIY/Ib 3aBUCUT OT CTO-
pPOHHe 6MOIMOTeKH, He peasn30BaHHO Ha Python. M, MoskeT 6bITh, MO-
ITy/Ib HACTOJIbKO TMPOCT, UTO ero Ipolile HamucaTh Ha Bash.

B aTom pasgesie Mbl pacCMOTPMM TIpUMep peajun3aluy MOIYIS B BUeE
cieHapus Ha Bash. OH 6yzeT oueHb ITOXOK Ha peann3saliuio B mpumepe 19.1.
[MaBHOe OTIMUMe — aHaIM3 BXOAHBIX apTYMEHTOB U reHepallus BbIBO/a, KO-
TOPBIN OXXuAaeTt momyunThb Ansible.

Moaynu Ha Bash 1 cokpalueHHbI CMHTaKCUC BBOAA

B Monynax Ha Bash MoxHO ncnonb3oBaTbh COKpaLLEHHbIN CMHTakcUcC BBoAa. Ho
S HE PEKOMEHAYI0 MCMOb30BaTh 3TOT NPUEM, NOTOMY YTO OH MpeAnonaraeT uc-
Monb30BaHME BCTPOEHHOM KOMaHbl SOUrCe, YTO HeCeT NOTEeHLMANbHYH Yyrpo3y
6e3onacHocTn. OQHAKO ecnu Bbl HACTPOEHbI peLlnTenbHO, TO MpoYnTaiTe CTa-
Tbto «Shell scripts as Ansible modules» («CueHapuu Ha s3blke KOMaHAHOM 060-
NOYKM B KauecTBe Mozynen Ansible») no appecy https://oreil.ly/A11X6, HanMcaHHytO
AnoM-uToM MeHcom (Jan-Piet Mens):

source ${1} # OueHb, *oueHb*, omacHo!

Mbi1 ncrnionbzyem dopmat JSON nJist mepenaun BXOAHBIX apTYMEHTOB U MH-
CTpyMeHT jq (http://stedolan.github.io/jq/) o151 mapcuuHra JSON B KoMaHAHO CTPO-
Ke. DTO 3HAUYUT, YTO [IJISI 3aITyCKa MOAYJISI HA XOCTe MPUAETCS YCTAHOBUTD jq.
B mpumepe 19.9 npuBoauTCs ToHAsST peann3anys Mogysist Ha Bash.

Mpumep 19.9. Moaynb can_reach Ha Bash

#!/bin/bash -e
# WANT_JSON

# UteHne nepemeHHbiX M3 Gaitna C noMoubk jq
host=$(jq -r .host <"$1")

port=$(jq -r .port <"$1")

timeout=$(jq -r .timeout <"$1")

# Mo ymonyaHuw timeout=3

if [[ Stimeout = null ]]; then
timeout=3

fi

# MpoBepuTb LOCTUXUMOCTb XOCTa
if nc -z -w "Stimeout" "Shost" "Sport"; then
echo '{"changed": false}'
else
echo "{\"failed\": true, \"msg\": \"could not reach Shost:$port\"}"
fi



https://oreil.ly/A11X6
http://stedolan.github.io/jq/
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Mbl 106aBUIM B KOMMEHTApMii WANT_JSON, uToObI Ansible 3Hama, 4uTO
BXOAHbIE NAHHbIE TOJ/DKHBI IlepemaBaThcsi B ¢opmare JSON. Maiika le-
Xaan (Michael DeHaan) HasbiBaeT Takoii Kop JSON «pyguMeHTapHbIM»;
B 2013 rogy oH Hamucan: «Ansible umeer pyauMeHTapHYI MOAIEpPKKY
JSON, pacrio3HaBas TOJILKO CIIMCOK Map KJIK4Y/3HaueHue, I0O3TOMY TEXHUYEe-
CKU HeJIb34 IepenaBaTh JaHHbIE B ITOJIHOLLeHHOM dopmarte JSON».

AnlbmepHamueHoe MecmoriosioKeHue
uHmepnpemamopa Bash

O6paTuTe BHMMaHMe: MOMAY/Ib IpeIojaraeT, 4ro MHTeprperaTop Bash
HaxoauTcs B /bin/bash. OgHAaKO He BO BCEX CHCTeMAaX BBIIIOIHSIEMbIN haiil
MHTEepIpeTaTopa HaXOAUTCSI MMEHHO TaM. Mbl MOKeM IpeIIokuTh Ansible
MIPOBEPUTH HAIMUME MHTEpIIpeTaTopa Bash B Ipyrux KaTanorax, orpenenns
IIepeMeHHYIO ansible_bash_interpreter Ha XOCTax, IIe€ OH MOXKeT YCTaHaBJIU-
BaThCSI B IPyTME KaTaTOT!.

Hamnpumep, IOMyCTHM, 4YTO Y HacC umeeTcst XocT fileserver.example.com ¢ OC
FreeBSD, rne untepmnperatop Bash moctymneH kaxk /usr/local/bin/bash. Co3nas
daiin host_vars/fileserver.example.com co CjienyOUUM COJIEP>KMMbIM :

ansible bash_interpreter: /usr/local/bin/bash

MOXKHO CO3[1aTh ITepeMEHHYI0 XOCTa.
B TakoMm cirydae, Korga Ansible 6ymeT 3armyckaTh MOIY/Ib Ha XocTe fileserv-
er.example.com, oHa ucronb3yet /usr/local/bin/bash Bmecto /bin/bash.
Br160p MHTEpIIpeTaTopa cucTemMoit Ansible ompemenseTcs MOMCKOM CUM-
BOJIOB #! ¥ IPOCMOTPOM 6a30BOr0 MMEHM TIEPBOTO 3JIeMeHTa. B HameM mpu-
Mepe Ansible HalimeT CTpoOKy:

#!/bin/bash

usBnevet u3 /bin/bash 6a3oBoe UM, T. €. bash. 3aTeM UCIIOIb3yeET IEPpeMEeH-
HVIO ansible_bash_interpreter, €Cji OHa 3aaHa I10JIb30BaTeIeM.

YuutbiBas, Kak Ansible onpegenseTt MectononoxeHue nHTepnpe-
TaTopa, eCv B CTPOKe #! yKasaTb BbI30B KOMaHAbl /usr/bin/env,
Hanpumep #!/usr/bin/env bash, TO Ansible owmnbo4yHO onpenennt
MHTEeprpeTaTop Kak env, NOTOMY YTO BbI30OBET basename A5 aHANU-
3a nytv /usr/bin/env, 4Tobbl ONpeLenuTb MHTEPNPETATOp.

Mo3ToMy, 4TOBbI HE MOMAacTb BNPOCak, HE Bbi3bIBANTE env B CTPO-
Ke #!, TOYHO yKa3blBalTe NyTb K MHTEPMPETATOPY M nepeonpe-
fenante ero C NOMOLLbI0 NepeMeHHOM ansible_bash_interpreter
(Mnmn ee aHanora), ecim 370 HEO6XOANMO.
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3aknyeHue

B 9TOi#1 r;1aBe Mbl Y3Ha/IM, Kak NucaTh Moayiu Ha Python u Ha npyrux si3bi-
KaX, a TaKKe KaK MOXXHO 136ekaTh HeOOXOIMMOCTY MUCATh CBOM MOIYJIMN,
MCIIOb30BaB MOAY/b script. ECIM BbI BCe-Taku pelimTe B3sIThCS 3a HaMmuca-
HJe MOAYJIS, I PEKOMEHIYIO0 ITPOYMTATh PYKOBOACTBO Pa3paboTuMKa MOIY-
nievi (https://oreil.ly/YCSdz). JIyd1imi crioco6 OBlIaAeTh MCKYCCTBOM CO3AaHMS MO-
Iy7eii — yrTyOUThCS B UTEHME MCXOTHOTO KOAa MOTYJ/Iei, BXOMSIIIVX B COCTaB
Ansible, Ha GitHub (https://oreil.ly/G4CUL).


https://oreil.ly/YCSdz
https://oreil.ly/G4CUl

masa 20

YckopeHue pabotbl Ansible

HauaB ucrosnb3oBaTh Ansible Ha perynsipHOit OCHOBE, Y BaC ObICTPO TTOSIBUT-
s JKeJlaHKe YCKOPUTh paboTy clieHapueB. B 9Toit r1aBe Mbl 06CYyIMM CTpa-
Terum COKpallieHIsl BpeMeHM, KOTopoe TpedyeTcst Ansible [1/1s1 BHITTOTHEHNST
ClieHapueB.

Mynbmunnekcupoearue SSH u ControlPersist

IlounTaB KHUTY [0 9TOJ TJIaBbl, BbI Y)kKe 3HAeTe, UTO B KAueCTBe OCHOBHOTO
TpaHCIIOPTHOTO MexaHu3Ma Ansible ucnonb3yet npotokon SSH. B uacTHo-
CTH, 1o yMonuaHuio Ansible ucnonssyer umenno SSH.

ITockombKy mpoTokon SSH paboraet moBepx nmporokona TCP, Bam moTtpe-
6yeTcst ycTaHOBUTb HOBoe TCP-coemmHeHMe ¢ yaanieHHOi MamyHo. KineHT
U CepBep IOJIKHBI BBIMIOJIHUTD HAUAJIbHYIO TPOLIeAYPY YCTAHOBKU COeMHe-
HMSI, TIPEK]Ie UeM HadaTh BITIOJIHATH Kakye-TO (paKTuuecKue OeiicTBus. OTa
Mpolleaypa 3aHMMaeT HeEKOTOpoe BpeMs. [Ij11 KaKI0To OTAeNbHOr0 X0CTa U
IIJIST KK 0¥ 3aaui 3TO BpeMs HeBeJIMKO, HO eC/IM XOCTOB /MM 3a7ad MHO-
ro, TO CyMMapHoOe BpeMsI MOKeT OKa3aTbCSl BHYIIUTETbHBIM.

Bo Bpems BbiNoaHeHMs clieHapueB Ansible ycrtaHaBiuBaeT JOCTaTOUYHO
MHOTO0 SSH-coenyHeHMi1, HarpyuMep JJisk KOIMMPOBaHMS (aiiioB MM BIIIOI-
HeHMst KomaH,. Kaxknbiit pa3 Ansible ycranaBiuBaeT HoBoe SSH-coenyiHeHe
C XOCTOM.

OpenSSH - Haubosee pacnpocTpaHeHHas peannusauyst SSH u SSH-kmeHT
0 YMOJIYaHUI0, KOTOPBIV YCTaHOBJIEH Ha Ballleil JIOKa/JIbHOW MalllMHe, eCJIn
BbI paboraete B Linux manu macOS. OpenSSH noamepskuBaeT BUI ONTUMMU-
3alMM C Ha3BaHUEM MyJavmunjiekcuposavue KaHanoe SSH, KOTOpbI Takke
Ha3biBalOT ControlPersist. Korga uCIonb3yeTcst MyJbTUILIEKCMPOBaHMe, He-
CKOJIbKO SSH-CeaHCOB C OJHMM U T€M ke XOCTOM MCIOIb3yeT OAHO U TO XKe
TCP-coenunenue, T. e. TCP-coequHeHne yCTaHABIMBAETCS JIUIITb OTHAK/IbI.

Korpa akTuBUpyeTcs MyJIbTUIIEKCMPOBAHME

e IIpM NepBOM MOAKIIOYeHNM K Xx0cTy OpenSSH ycTaHaBiauBaeT OCHOB-
HOe CoefiiHeHNE;
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e OpenSSH co3maetr cokeT nomeHa Unix (M3BeCTHbINM KaK yIIpaBJIsIo-
LU COKET), CBI3aHHBIN C yIa/leHHbIM XOCTOM;

e IIpU CAeyIoIieM MOAKIIOUeHMM K XOCTy BMecTo HoBoro TCP-mop-
kioueHnst OpenSSH Mcnonb3yeT KOHTPOAbHBIN COKeT.

OCHOBHOE COeIVTHEHME OCTAETCSI OTKPBITHIM B TeUeHVE 3aJaHHOTO TOJTb-
30BaTejieM MHTepBajia BpeMeHM, a 3aTeM 3akpbiBaeTcss SSH-kmmenTom. ITo
ymosiuaHuio Ansible yctaHaBauBaeT MHTepBas, paBHbIN 60 C.

BknioueHue mynbtunnekcuposaHus SSH Bpy4Hyto

Ansible Britouaet mynbTuIuiekcupoBaHue SSH aBromaTtudecku. Ho, uto-
ObI BbI IOHMMAJIN, YTO 32 ITUM CTOUT, BKIIOUMM €r0 BPYUHYIO U COeqMHUMCS
C YOQJIEHHOV MalllMHOM rocpeactsoM SSH.

B npumepe 20.1 mokaszaHbl HACTPOKY MYIbTUIUIEKCMPOBAHMUS U3 aii-
na ~/.ssh/config.

Mpumep 20.1. BknoueHne mynetunaekcMpoBaHus B ssh/config

ControlMaster auto
ControlPath ~/.ssh/sockets/%r@%h:%p
ControlPersist 10m

Crpoka ControlMaster auto BKJIIOUAeT MyJIbTUILIEKcHMpoBaHue SSH 1 coo6-
maeT kaMeHTy SSH 0 HEOOXOOMMOCTM CO3[IaTh OCHOBHOE COeIMHEHUe U
YIIPABJISIIOIINIA COKET, €CJIM OHM ellje He CYILeCTBYIOT.

Crpoka ControlPersist 10m TpebyeT or SSH pa3opBaTh OCHOBHOE COeIM-
HeHue, ecyiu B TeueHMe 10 MMHYT He MPOU3BOAWIOCH MOIBITOK CO3[aTh
SSH-nopkiroueHne.

Crpoka ControlPath ~/.ssh/sockets/%r@%h:%p cooOIiaeT KaneHTy SSH, rme pac-
TTOIOKUTD (aiin coketa soMeHa Unix B (aityioBoit cucreme.

e %l — MM JIOKaJIbHOI'O XOCTa, BK/II0Yast JOMEHHOE MM ;
e %h — MM 1I€JIeBOTO XOCTa;

e %p — HOMED IIOPTa;

e % — MM [T0JIb30BATE/ISI Ha yIaJIeHHOM XOCTe;

e %C — COOTBETCTBYET XEIITYy % %hp%r.

Ecnu coemuHenne oCyiiecTBasIeTCsl OT MMEeHU M0Ib30BaTess vagrant:
$ ssh -1 ~/.vagrant.d/insecure_private_key vagrant@192.168.56.10.nip.10

B 3ToM cinyuae SSH cosmact daiin ymnpasisioniero cokera ~/.ssh/sockets/
vagrant@192.168.56.10.nip.io:22 1ipy MepBOM TMOAKIIOUEHUM K CepBepy.
B aprymenTax 15 ControlPath MOXKHO MCIIOIb30BATh CUMBOJI TUJIBIBI (~) IJIST
CCBUIKM HA JAOMAIIHMII KaTaaor IMojab3oBaTess. Mbl coBeTyeM TepefaBaTh
KOMaHie ControlPath TepenaBaTh MO0 MeHbIUIE Mepe %h, %p U %r (WMIn %C) U
rnomeniaThb ¢aiii cokeTa B KaTauaor, JOCTYIHbIA AJ1s1 3aIIUCHU IPYTUM IT0/Ib30-
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BaTeasIM. DTO rapaHTUPYeT YHUKATbHYIO UIEHTU(UKALVIO COBMECTHO MUC-
M0JIb3yeMbIX COeIVIHEHUIA.

[IpoBepuUTb COCTOSIHME OCHOBHOTI'O COeIVHEHUS] MOKHO C TIOMOIIbIO TTapa-
meTpa -0 check:

$ ssh -0 check vagrant@192.168.56.10.nip.10
Eciiu ocHOBHOe coefjiHEHME aKTMBHO, 3Ta KOMaH/1a BepHET:
Master running (pid=5099)

BOT Tak BBIISIAMT OCHOBHOJ YIPaBJISIONINIA MPOIECC B BbIBOAE KOMAaH-
IObI ps 5099:
PID TT STAT TIME COMMAND

5099 7?7 Ss 0:00.00 ssh: /Users/bas/.ssh/sockets/vagrant@192.168.56.10.
nip.10:22 [mux]

Pa3zopBaTbh OCHOBHOE COoejyiHEeHe MOKHO C [TIOMOIIbIO ITapaMeTpa -0 exit:
$ ssh -0 exit vagrant@192.168.56.10.nip.10

Bonbie geraneit 06 3TUX HACTPOMKaX MOXKHO HAiTM Ha CTpaHuile ssh_
config pyKOBOJICTBA man:

$ man 5 ssh_config

MbI TpOTEeCTUPOBAIN CKOPOCTDb co3manus SSH-coequuennii. Cnepyroniast
KOMaH/Ia BepHeT BpeMsi, KOTopoe TpebyeTcs st co3ganus SSH-mogkmoue-
HMS U BBITIOJTHEHMS TIPOTPaMMBbl /usr/bin/true, KoTopast Bceraa 3aBepiiaeTcst
c komom O:

$ time ssh -1 ~/.vagrant.d/insecure_private_key \

vagrant@192.168.56.10.nip.10 \
[usr/bin/true

Korpa Mbl TIepBbIii pa3 3aIyCTUIN ee, pe3y/ibTaT BbIIVIsA e TaK':

real Om0.319s
user 0m0.018s
sys 0m0.011s

Haubonbuinii MHTepecC IpeCTaBiseT obiiee BpeMs: 0m.319s total. DTOT
pe3yJIbTaT TOBOPUT O TOM, UTO Ha BHITIOJIHEHME BCeli KOMaHIbl MOTpeboBa-
nock 0,319 c. (O61iee Bpems MHOTAA TaKKe HA3bIBAIOT ACMPOHOMUUECKUM
8pemeHeM, TIOCKOJIbKY OHO TOKa3bIBAeT, CKOJIBKO IPOLUIO BpeMeHM, KaK
ecu 6bI ero M3MepsUIM 10 HACTEeHHBIM YacaM.)

Bo BTOpOI1 pa3 pe3y/nbTaT BbIIVISAEN TaK:

real 0m0.010s

user Om0.004s
sys Om0.006s

! ®opmar pesynbraTa MOKET OTIMUYATLCS B 3aBUCUMOCTY OT KOMaHHOi 060/10uky 11 OC. Mbl UCIIOTb-
3o0Basu Bash B macOS.




Mynetunnekcuposanue SSH u ControlPersist < 395

O6buee Bpemst cokpaTuioch 10 0,010 ¢, T. e. 5KOHOMMS COCTABJISIET IIPU-
mepHO 0,3 ¢ mis Kaxkgoro SSH-coeguHeHus, HAUMHas co BToporo. Harmom-
HMM, UTO [JIs1 BBIIIOJIHEHMS 3a7auy Ansible oTKpbIBaeT, 110 KpaiiHeii Mepe,
nBa SSH-ceaHca: oguH — 1151 KOnupoBaHus daiiia MOIyJIst Ha XOCT, BTOPOii —
IS 3aIyCKa MOAYJST Ha XocTe!. ITO 03HAUYaeT, UTO MYJIbTUILIEKCUMPOBaHMe
MOXKeT COKOHOMMTb TOPSIJIKa OAHON MM ABYX CeKYH], Ha Kaxk[0ii 3ajaue B
CLieHapuu.

Mapametpbl MynbTUNNekcuposaHusa SSH B Ansible

B Tabn. 20.1 mepeuncyieHsl MapaMeTpbl MyIbTUILIEKCHpoBaHus SSH, mc-
nosib3yemblie B Ansible.

Ta6nuua 20.1. MapameTpbl MynbTURAekcnpoBaHus SSH B Ansible

Mapametp 3HaueHune
ControlMaster auto
ControlPath ~/.ssh/sockets/%r@%h:%p
ControlPersist 60s

Ham HuKorAa He MpMUXOAMIOCh M3MEHSITh 3HaUeHMe M0 YMOTYaHMIO Con-
trolMaster. ControlPersist=10m yMeHbIIIa€T pacxolbl Ha CO3JaHMe COKeTOB, HO
eIy Balll HOYTOYK ViAEeT B CIAIIMIA peXXuUM B TO BpeMs, KOrma aKTMBHO
MYJIBTUTIIEKCUPOBAHME, TO TIOTPeOyeTCs NOMOJIHUTEIbHOEe BpeMs Ha BOC-
CTaHOBJIEHME T10C/Ie BbIXOAA U3 CIISILIEro peskuma.

Ha mpakTuke HaM npuxoouocb U3MeHSITb TOJIbKO 3HaueHue ControlPath,
IIOTOMY YTO OIEepalOHHas CUCTeMa YCTaHaB/IMBaeT MaKCMMAaIbHYIO IJIM-
Hy IIyTU K ¢aiiry coketa gomeHa Unix. Ecau cTpoka B ControlPath OKaskeTCs
CJTUIITKOM JJIMHHO, MyJIbTUIIEKCHPOBaHME He OyneT paborath. K coskare-
HUIO, cucTeMa Ansible He coob1aeT, eciu cTpoka B ControlPath TPEBBICUT 3TO
orpaHMYEeHNe, OHA IMPOCTO He OyIeT MUCIOMb30BaTh MYJIbTUIUIEKCMPOBAHME
SSH.

VIpasisioIly0 MallMHY MOXXHO MPOTECTUPOBATh BPYUYHYIO, YCTaHABIIM-
Bas SSH-coenyHeHye C MOMOIIBIO TOT'O >Ke 3HaueHMs ControlPath, UTO MC-
nosb3yeT Ansible:

$ CP=~/.ansible/cp/ansible-ssh-%h-%p-%r

$ ssh -o ControlMaster=auto -o ControlPersist=60s \
-0 ControlPath=$CP \
ubuntu@ec2-203-0-113-12.compute-1.amazonaws.com \
/bin/true

! OpuH 13 9TMX AroB MOKHO ONITUMU3UPOBATD, UCIIOIb30BaB KOHBE € PHBII PEXKMM, ONVICAHHbI Ha-

Jiee B 3TOI I/1aBe.
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Ectn cTpoka ControlPath OKaskeTCsl CIMIITKOM JJIMHHO, BbI YBUIUTE CO00-
IeHue 06 onMbKe, Kak MokasaHo B mpumMepe 20.2.

MNpumep 20.2. Cnwkom anamHHag ctpoka ControlPath

"[Users/lorin/.ansible/cp/ansible-ssh-ec2-203-0-113-12.compute-1.amazonaws.
com-22-ubuntu.KIWEKESRzCKFABch"
too long for Unix domain socket

OTO 06BIYHOE JeJI0 TPY MOAKIIOUEeHMN K 9K3eMIuisipaMm Amazon EC2, ko-
TOPbIM HAa3HAYAKOTCS AJIMHHBIE M MEHa XOCTOB.

PemuTsh 1po6ieMy MOSKHO HACTPOIIKOI MCIIOIb30BaHMSI 60/Iee KOPOTKUX
CTPOK B ControlPath. OduimanbHast mokymeHTanys (https://oreil.ly/Véqpw) peKo-
MEHJIyeT TaK OIpenesiTh 3TOT IapaMeTp B daiine ansible.cfg:

[ssh_connection]
control_path = %(directory)s/%%h-%%r

Ansible 3ameHUT %(directory)s Ha $HOME/.ansible/cp (IBOITHOI 3HAK ITPOILIEH-
Ta (%%) HeoOXOIVM [IJISI SKpaHMPOBAHMS, [TOTOMY UTO 3HAK ITPOIeHTa B (aii-
JiaX .Ini SIBJISIETCS CIelMaJbHbIM CMMBOJIOM).

Mpu u3MeHeHUM KoHbUrypaummn SSH-coemmHeHUs, Hampumep
napameTpa ssh_args, KOrAa MyNbTUMIEKCMPOBAHUE YXKe BKOYe-
HO, TAaKOE M3MEHEHWE He BCTYMWT B CMAY, MOKa YNpaBsiowmii
COKEeT OCTAETCS OTKPbITbIM C MPOLUIOrO NMOAKIOUEHMS.

Ewe o Hacmpoiike SSH

[Tpu TOATOTOBKE MHOKECTBA CEPBEPOB MJIM )11 HabMI0IeHs 3a X 6e3011ac-
HOCTBIO YaCTO KeJaTeJIbHO ONTUMMU3NPOBATh HACTPOViKM SSH Ha KiamMeHTax
u cepBepax. [Iporokon SSH noagepskuBaeT HECKOJbKO aJrOPUTMOB yCTa-
HOBKM COeIMHEeHMi, ayTeHTUdUKALUM KIMEHTOB 1 CEPBEPOB U HACTPOIKM
rapaMeTpOB CeaHCOoB. [Ij1s1 ycTaHOBKM COeIVHEHMIT TpebyeTcst BpeMs, U pas-
HbI€ aJITOPUTMBbI pabOTaIOT C pa3HOI CKOPOCThIO ¥ YPOBHEM 0€30MaCHOCTM.
Ecnu BbI ucronb3yeTe Ansible mjist yripaBieHust cepBepaMu exkeJHEBHO, TO,
BEPOSITHO, MMEET CMBICJI pacCMOTPeTh HacTpoitku SSH 6osiee moapo6OHO.

PekomeHpauum no Bbl60py airopuytMmoB

OcHOBHbIe OUCTPUOYTUBBI Linux pacrpoCTpaHSIIOTCS C «COBMECTUMO»
KoHurypaimeit cepepoB SSH. OHa mo3BoJIsIET JTI0O0OMY TTOIKITIOUNUTHCS U
aBTOPM30BaThCS HA CepBepe, MCI0/b3Ys TI060e TporpaMMHOe obecrieueHne
KJIMEHTAa, eIV OH 3HaeT yYeTHbIe JaHHbIe MoJib30BaTtesisi. CTOUT BAyMUYMBO
MMOPa3MBbILLISTh — A€CTBUTENBHO JIM 3TO TO, YTO BaM HY>KHO!


https://oreil.ly/V6qpw
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bac ncciemgoBas ckopocTb ycTaHOBKYM SSH-coeamHeHmit Ansible, usmeHsis
MOPSIIOK TTapaMeTPOB U UX 3HAUEHMS B ssh_args, U TIpUIIIeN K BbIBOMY, UYTO
OOBIIVMHCTBO U3 HUX YKe ONTUMM3upoBaHbl. OgHako Bac Hailen gBa 3Ha-
YeHUs B ssh_args, SKOHOMSIIME HECKOJIbKO MMKPOCEKYH]T B KOMOMHALIA C
rapamMeTpaMy MYJIbTUILIEKCYMPOBAHMSI, 0OCY>KIaBIIMMMCS BBIIIE:

ssh_args = -4 -0 PreferredAuthentications=publickey

3HaueHue -4 BbIOMpAET CeMEeCTBO MPOTOKOJIOB inet (ipv4), a Preferred-
Authentications TepeHaripaBisieT ayTeHTUGUKALMIO TO0Ib30BaTeNss Ha CO-
KeT ssh-agent.

B sshd_config Bac cHauasia BbIOMpaeT camMblii ObICTPbIN aJTOPUTM U T0OaB-
JISIeT HeCKOJIBKO 6€30TIaCHBIX aJIbTEPHATUB [JIsI COBMECTMMOCTH, HO B 06paT-
HOM IIOPSIIKe IJ1SI CKOPOCTM.

YT06bI elje HEMHOTO YBeJIMUUTh CKOPOCTh, bac M3MeHWMT TUITBI TIap KITIO-
yeii Ha COBpeMeHHbIli cTaHgapT. Kpunrorpaduueckas sumunTuyeckast Kpu-
Bas Curve25519 6bicTpee 1 6e3omacHee, yeM RSA (https://oreil.ly/7KzzL), mosTO-
MY OH UCIIONIb3YeT ee C PublicKeyAuthentication M JIJIS1 KJIFOUEl XOCTa.

leHepupys mapy KiIWOUeil Ha CBOel MaliuHe, bac uCIonb3yeT Iapa-
MeTp -a 100 IJIsI 3alUThI OT aTaku METOIOM Iepebopa:

$ ssh-keygen -t ed25519 -a 100 -C bas

Cnenytoliast 3afjaua rapaHTUpPYyeT, UTO CO CBOMM Kito4om bac 6yneTt nmeTthb
VCKJTIOUMTEIbHBIN JOCTYII K YUY€THO 3aIIMCH IT0Ib30BaTe/IsI deploy:

- name: Change ssh key to ed25519
authorized key:
user: deploy
key: "{{ lookup('file', '~/.ssh/id_ed25519.pub') }}"
exclusive: true

Cnepytomiye 3agaun obecrevyaT CO3IaHMe ¥ HACTPOIKY KITI0Ueii XoCTa:

- name: Check the ed25519 host key
stat:
path: /etc/ssh/ssh_host_ed25519 key
register: ed25519

- name: Generate ed25519 host key
command: ssh-keygen -t ed25519 -f /etc/ssh/ssh_host_ed25519 key -N ""
when:
- not ed25519.stat.exists|bool
notify: Restart sshd
changed_when: true

- name: Set permissions
file:
path: [etc/ssh/ssh_host_ed25519 key


https://oreil.ly/7KzzL
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mode: '0600'

- name: Configure ed25519 host key

lineinfile:
dest: /etc/ssh/sshd_config
regexp: '“HostKey /etc/ssh/ssh_host_ed25519 key'
line: 'HostKey [etc/ssh/ssh_host ed25519 key'
insertbefore: 'A# HostKey /etc/ssh/ssh_host_rsa key'
mode: '0600'
state: present

notify: Restart sshd

Bac Takke mpoBepsieT COOTBETCTBMeE KOHbuUrypaium ero ceppepa SSH c
KOHurypauuei KimeHTa, T03TOMY IepBblii 3Tal COrJIacoBaHMsI P yCTa-
HOBKE COeIVHEHMS MPOUCXOAUT C UCIOAb30BaHMEM COBMECTUMBIX aJilro-
PUTMOB 7151 06erX CTOpOH. ONTUMM3aI M KOHOUTYPAIMOHHBIX TapaMeT-
pPOB Ha KJIIMEHTE He TaK CMJIbHO MOBBILIAET MIPOU3BOAUTENIbHOCTD, KaK Ha
CTOpPOHE cepBepa, MOTOMY UTO 3TU (hailyibl UNTAIOTCS Mepe], YCTaHOBKOIA
Kaxkzmoro coenyHeHuss SSH.

KoneeliepHblili pexxum
BcmomHuMM, Kak Ansible BbirosHsSIeT 3a1a4y:

e TeHepupyerT clleHapuit Ha Python, ocHOBaHHBII Ha BBI3bIBAEMOM MO-
nyie,

e KOIMMMPYET ero Ha XOCT,

e 3aITyCKaeT ero TaM.

Ansible mogmepskuBaeT Mpuem ONMTUMU3ALUU — KOHBELePHbIU pexcum, —
oO6benuHsIST OTKpbITHE ceaHca SSH ¢ 3amyckom cuieHapust Ha Python. Kos-
BeliepHbI peXXUM, ec/iu oA e p>KMBaeTCs TJIarMHOM connection, yMeHbIlIaeT
KOJIMYeCTBO CEeTEeBBIX Orepalluii, BHITIOJHSISI MHOKECTBO momyseit Ansible
6e3 akTryeckoro KonupoBaHus (aiiioB. Ansible BIMOTHSET ClleHapUM Ha
Python, o6benyuuss ux B ceance SSH. DKOHOMMS JOCTUTAETCS 3@ CUYET TOTO,
YTO B 3TOM CJIy4ae TpebyeTcst OTKPhITh TOJIbKO OAVH ceaHc SSH BMecTo IBYX.

BkloueHue KOHBeiepHOro pexmma

[To ymomyaHuI0 KOHBEiepHbIN PesKUM He UCII0/Ib3YeTC s, TOTOMY UTO Tpe-
O6yeT HACTPOViKM yOaJeHHBbIX XOCTOB, HO HAM HPaBUTCS UCIIOJIb30BaTh €ro,
MOCKOJIBKY OH yCKOpsieT mpoiiecc. UToObl BKIOYUTb 3TOT PeXXUM, BHECUTE
usMmeHeHus B daiin ansible.cfg, kak mokasaHo B mpumepe 20.3.

Mpumep 20.3. ansible.cfg, BkntoyeHne KOHBENEPHOrO pexmma

[connection]
pipelining = True
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Hactpoiika xocToB ans noanepXku KOHBEMEepPHOro
pexuma

Iy o e pskKy KOHBEEePHOTO peskiMa Heo6X0aMMo YOeIuThCs, UYTO Ha
XocTax B aiisne /etc/sudoers BBIKIIOUEH ITapaMeTp requiretty. MiHaue mpu
BBITIOJIHEHUM CIleHapusl Bbl OyaeTe IONy4daTh OMIMOKM, KaK IMOKAa3aHO B
npumepe 20.4.

Mpumep 20.4. Owmnbka Npu BKAKOYEHHOM MapaMeTpe requiretty

failed: [centos] ==> {"failed": true, "parsed": false}
invalid output was: sudo: sorry, you must have a tty to run sudo

Eciu yTunamnTa sudo Ha XOCTax HacCTpoeHa Ha yTeHue (daiioB U3 KaTajiora
/etc/sudoers.d, Torma caMoe IPOCTOe pelleHue — 100aBUTh (aiiy KoHPUry-
pauuu sudoers, BBIKTIOUAIOIINII OTpaHMUeHMeE requiretty JIJIsI TIOJIb30BaTeNS,
C MMeHeM KOTOPOTO BbI ycTaHaB/uBaeTe SSH-coeniHeHMs.

Ecmm xaTanor /etc/sudoers.d cylecTByeT, XOCTbI TO/DKHBI TOIIEPKUBATD
nob6asiieHnne (aityioB KoHburypauuu sudoers. [IpoBepuUTh HaJIMYMe KaTaaora
MO>KHO C ITOMOIIIBIO VTUJIUTHI ansible:

$ ansible vagrant -a «file [etc/sudoers.d»

Ec/iu KaTamor MMeeTcsl, Bbl yBUIUTE IIPUMEPHO TaKue CTPOKMA:

centos | CHANGED | rc=0 >>
Jetc/sudoers.d: directory
ubuntu | CHANGED | rc=0 >>
etc/sudoers.d: directory
fedora | CHANGED | rc=0 >>
Jetc/sudoers.d: directory
debian | CHANGED | rc=0 >>
Jetc/sudoers.d: directory

Ecnn kaTtasnor OTCYTCTBYET, TO Bbl YBUIOUTE:

vagrant3 | FAILED | rc=1 >>

Jetc/sudoers.d: ERROR: cannot open “/etc/sudoers.d' (No such file or
directory)

vagrant2 | FAILED | rc=1 >>

Jetc/sudoers.d: ERROR: cannot open “/etc/sudoers.d' (No such file or
directory)

vagrantl | FAILED | rc=1 >>

Jetc/sudoers.d: ERROR: cannot open “/etc/sudoers.d" (No such file or
directory)

Eciu kaTasmor mMeeTcs, co3gaiite ¢aiin mabnaoHa, Kak Moka3aHo B IMpH-
mepe 20.5.
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Mpumep 20.5. templates/disable-requiretty.j?
Defaults:{{ ansible_user }} !requiretty

3areM 3amyCcTUTe ClieHapuii, mpuBeAeHHbII B npumMepe 20.6, 3aMeHUB
vagrant MMeHaMM BalllMX XOCTOB. He 3a0ymbTe BBIKIIOUUTb KOHBEEPHBIN
pEKMM, IpeKIie UeM cieaTh 3TO, MHAUe ClieHApHii 3aBePIIUTCS C OLUIMOKOIA.

MNpumep 20.6. disable-requirettyyml

- name: Do not require tty for ssh-ing user
hosts: vagrant
become: true

tasks:
- name: Set a sudoers file to disable tty
template:
src: disable-requiretty.j2
dest: [etc/sudoers.d/disable-requiretty
owner: root
group: root
mode: '0440'
validate: 'bash -c "cat /etc/sudoers [etc/sudoers.d/* %s | visudo -cf-"'

MpoBepka pocroBepHoOcTH haiinos

Mopaynu copy 1 template MOAAEPXKMBAIOT BblpaXKeHME validate. OHO NO3BONSET yKa-
3aTb NporpamMmy Ans Nposepku darna, creHepupoBaHHOro cuctemon Ansible.
Mcnonb3yinTe %s BMeCcTo uMenu daina. Hanpumep:

validate: 'bash -c "cat /etc/sudoers [etc/sudoers.d/* %s|visudo -cf-"'

Mpu Hanuumnm BbipaxkeHns validate Ansible ckonupyeT dann cHavyana Bo Bpe-
MEHHbIV KaTanor, @ MOTOM 3anyCTWUT YKa3aHHYyl0 NporpamMmy nposepku. Ecau
nporpamma 3asepmtcs ycnewHo (0), To Ansible ckonupyeT daiin u3 BpemeHx-
HOro Katanora B MOCTOSIHHOE MecTononoxeHue. Ecim nporpamMma BepHeT pe-
3yNbTaT, OT/IMYHBIN OT HyNs, To Ansible BbiBeaeT coobuieHne 06 owmnbke:

SSH | 367

failed: [myhost] ==> {"checksum": "ac32f572f0a670c3579ac2864cc3069ee8a19588" ,
"failed": true}

msg: failed to validate: rc:1 error:

FATAL: all hosts have already failed -- aborting

Mockonbky ownbkn B dannax sudoers v B hannax, co3gaHHbIX B /etc/sudoers.d,
MOTFYT HapyLUUTb AOCTYN K NPUBWUAETMAM NONb30BaTeNS root, nx BCeraa nosiesHo
MpOBEPUTH C MOMOLLBIO MPOrpamMMmbl visudo. [1ns nOHMMaHus npobem, KoTopble
HecyT dawnbl sudoers, Mbl peKOMEHAYEM MPOYMTATb CTAaTbO YHACTHMKA MPOEKTA
Ansible XaH-lMnuTta MaHa (Jan-Piet Men) «Don't try this at the office: /etc/sudo-
ers» (https://oreil.ly/B9HON).
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Mitogen dns Ansible

Mitogen — aT0 cTOpOHHSIs 6MbGMMOTeKa g Python, ucronb3ayemast ijis pas-
paboOTKM pacIipee/eHHbIX CaMOKOIMMPYIOMIMXCS mporpaMm. Mitogen mjis
Ansible — 3To coBepilleHHO HOBBI MeXaHM3M Mepeadyy U BbITIOTHEHMST MO-
nyneii B UNIX misg Ansible. OH Tpe6yeT MMHMMYM HACTPOEK M 3aMellaeT
Me[JIEHHYI0 ¥ PacTOUYMTE/IbHYI0 peanusalnio Ansible Ha ocHOBe KOMaH/I -
HOJi 000JIOUKM 3KBUBaJieHTamMu Ha Python, MCITONb3yIOIMMU BBICOKOI(-
(ekTMBHbIE BbI3OBBI yIaJ€HHBIX MTPOLIeAYpP, TYHHeIupyembie yepe3 SSH.

O6paTuTe BHMMaHME, UTO HA MOMEHT HAIIMCAHMS 3TUX CTPOK 6MbIMoTeKa
Mitogen noamepskuBasia ToabKO Ansible 2.9; 6osee 1o3gHMe BepCcuy He MO/ -
nep>XuBanCh. Ha 11e/1eBbIX X0CTaX HUKAKMUX M3MEHEHM BHOCUTD He Tpeby-
eTcs1, HO Ha yIpaBJisioleii MmanHe Ansible Hy>KHO YCTaHOBUTD GMGIMOTEKY
Mitogen:

$ pip3 install --user mitogen

BoT Kak BBIVISIAMT HACTPOIiKa MCIoMb30BaHMs Mitogen B Bufe IiarmHa
crpareruu B daiine ansible.cfg:

[defaults]

strategy_plugins = /path/to/strategy
strategy = mitogen_linear

Fact Caching

KewupoeaHue ¢pakmoe

DaKTbI 0 cepBepax COAePsKaT Bce epeMeHHbIe, KaKye TOJbKO MOTYT ITPUTO-
ouTbcs B ciieHapuy Ansible. C6op (akTOB MpoM3BOAUTCS B CAMOM Haydasie
BBITIOJTHEHUST CIIeHapus U TpebyeT BpeMeHM, II03TOMY 9TO €Ille OAMH KaH-
OUOAT Ha onTMMM3aiuioo. OOVH 13 BApMAHTOB — CO3/IaTh JTOKATbHBIN Kell C
dakTamu; Ipyroit — BOOGIIE OTKIIOUUTD cO60p (PaKTOB.

Ecnu onepanust He ucmonb3yeT hakThl Ansible, To nx c60p MOKHO OTKITIO-
YUTD C TIOMOIIbIO BhIPAKEHMSI gather_facts. Hampumep:

- name: An example play that doesn't need facts
hosts: myhosts
gather_facts: false
tasks:
# 37eCb HaxoAATCA 33jauu:

Takske MOKHO OTKJIIOUMUTH cOOp (PaKTOB 110 YMOTYAHUIO, 10GABUB B (aiir
ansible.cfg:

[defaults]
gathering = explicit

Ectn ecTh orepaiium, UCIob3yomniue GakThl, MX c60p MOKHO OpPTaHU30-
BaTh TaK, 4YTo Ansible 6ymeT nenaTh 3TO /I KasKAOTO XOCTA TOIHKO O HAXKIBI,
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Iaske eCJIv 3TOT JKe VIV IPYTO¥ ClieHapuii OyIeT 3aITyCKaThCsl HEOTHOKPATHO
ILJISI TOTO JKe CaMOoro XOCTa.

Ecnu kemmpoBaHye ¢hakToB BKIIOUeHO, Ansible coxpauuT akThl B Kelle,
TOTyYeHHbIe TT0c/ie TIepBOro MOAK/II0UeHMS K XOCTaM. B rocieayommux mo-
MIBITKAX BBITTOJIHUTD clieHapuit Ansible 6ymeT n3BiaekaTh GaKkThl U3 Kellla, He
00palasich K yiaJleHHbIM X0CcTaM. Takoe IMOJIosKeHMe Bellleil COXpaHsSIeTcsI A0
MCTeueHMs] BpeMeHM XpaHeHus Kellla.

B npumepe 20.7 NpUBOASTCS CTPOKM, KOTOpPbIe HEOOXOOMMO IT0O0aBUTH
B (aiin ansible.cfg nyis BKIoueHUs1 KemupoBaHusi HakToB. 3HaUeHMe fact_
caching_timeout BhIpakaeTcsl B CEKYH/aX, B IpMMepe UCI0/Ib3yeTCs TaiiM-ayT,
paBHbIN 24 4 (86 400 c).

Kak 310 BCceraa GbiBaeT C pelweHnsIMU, UCMONb3YOLWMMK Keln-
pOBaHwue, CyL,eCcTBYeT OMACHOCTb, YTO KELIMPOBAHHbIE LaHHble
OKaXYTCs HeaKTyanbHbIMU. HekoTopble $haKTbl, TakMe Kak apxu-
TekTypa CPU (dakT ansible_architecture), pefiko n3MeHsawoTCs. py-
rme, Takue Kak AaTa 1 BpeMsi, coobLaeMble MalMHOM (DaKT ansi-
ble_date_time), rAPAaHTMPOBAHHO M3MEHSIOTCS OYEHb YaCTO.

Eciiy BbI pemmIy BKIIOUMUTD KelllMpoBaHue GaKkToB, TO 06sI3aTeIbHO ITPO-
BepbTe, KaK YaCTO M3MEHSIOTCS (PaKThl, UCIIO/Ib3yeMble BalllMM CIleHapueM,
M 3aJiaiiTe COOTBETCTBYIOIIEE 3HAUEHME TaliM-ayTa KelrMpoBaHMs. UTOOBI
OUMCTUTDH Kell Tlepe[, 3allyCKOM CLieHapus, TiepefainTe yTUianuTe ansible-play-
book ITapameTp - -flush-cache.

Mpumep 20.7. ansible.cfg. BkntoueHne kewmnpoBaHus hakTos

[defaults]

gathering = smart

# Kew OCTAeTCA [ENCTBUTENbHLM 24 Yaca, M3MEHUTE, eCan Heobxomumo
fact_caching_timeout = 86400

# 0093aTeNbHO YKAXMTE PEanM3aLnK KewrpoBaHNA OaKToB

fact_caching = ...

3HaueHMe smart B IapaMeTpe gathering COOOIIAET, UTO HEOOXOOMMO MC-
M0JIb30BaTh UHMeJLIeKMYyansHslii coop ¢akmos (smart gathering). To ecThb
Ansible 6yzmeT cobupaTh HaKTbl, TOJIBKO €C/I OHU OTCYTCTBYIOT B Kellle W
CPOK XpaHeHMs Kellla CcTeK. MexaHu3M KelIMpoBaHus 6a3upyeTcs Ha Iuia-
TMHAaX, M CIIMCOK 3TUX IJIATMHOB MOSKHO ITOJTYYMUTb KOMaH/I0¥i:

$ ansible-doc -t cache -1

Heo6xonyMo SIBHO yKasaTh peanu3anyio KemypoBaHUsST fact_caching B
ansible.cfg, vHade KeuIMpoBaHMe He OYIET UCIOAb30BaThCsl. Ha MOMeHT Ha-
MYCAaHUS KHUTY MMEJIUCh TPU peau3alivin:
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e B ¢aittax JSON, YAML, Pickle;
e B ONEPATUBHOI MaMSITH (HeLOJTOBEUHOE XPaHWIIAIIIE);
» B 06a3sax maHHbIx NoSQL: Redis, Memcached, MongoDB.

Ha mpakTuKke yarie BCero McIoyib3yeTcs: KelupoBaHue B Redis.

Ecnu Bbl cobupaeTech MCNonb30BaTh KelnpoBaHue GakTos, yoe-
AUTECb, YTO B CLLEEHApUAX OTCYTCTBYET Bblpa)KeHUE gather_facts:
true MK gather_facts: false. Korga BKAOYEH peXWMM MHTENNEK-
TyanbHOro cbopa GakToB, hakTbl ByayT COBMPATLCSA, TONLKO eC/u
OHM OTCYTCTBYIOT B KeLle.

KewwnposaHue dakrtos B ¢aitnax JSON

Peanusanys kemupoBaHus ¢akToB B ¢aiinax JSON 3amucbiBaeT cob6paH-
Hble ¢akThl B (haiiyibl Ha yIIpaBsionieil mammuHe. Eciv daitabl IpUCyTCTBY-
IOT B Ballleii cucreme, Ansible 6yzmeT MCII0b30BaTh MX BMECTO COeIVIHEHMIA
C XOCTaMMU.

YT0o6bI 3a/1€/1CTBOBATH pean3alyio KelpoBaHus pakTos B ¢aiiiax JSON,
nob6asbTe B daitn ansible.cfg HACTPOIIKM, KaK ITOKa3aHo B mpumepe 20.8.

Mpumep 20.8. ansible.cfg, BkntoueHue kewmpoBaHusa dakTos B darinax JSSON

[defaults]

gathering = smart

# Kew 0CTaeTCA [EACTBUTE/bHbIM 24 Yaca, W3MEHUTE, eCN HeobX0AMMO
fact_caching_timeout = 86400

# KewmpoBaTb B ¢aitnax JSON

fact_caching = jsonfile

fact_caching_connection = /tmp/ansible_fact_cache

[TapameTp fact_caching_connection OTpezesisieT KaTauor, kyaa Ansible 6ymet
coxpansTh daitnbl JSON ¢ pakrtamu. Eciiu KaTanor orcyTcTByeT, Ansible co3-
IacT ero.

s ompeneneHus TaliM-ayTa KelmimpoBaHusl Ansible mcrnonb3yeT Bpemst
Moaudukauumu ¢aitia. BapuaHT KelllMpoBaHMS C UCIO/Ib30BaHMeM GaitioB
JSON - camblii IpOCTO¥, HO MMeeT OrpaHMUYeHHOe MPUMeHeHe B MHOTO-
MOTb30BAaTENbCKMX OKPYKEHUSIX UM KOTIA MMeeTCsI HeCKOIbKO YITPaBJIsio-
HIMX MalllMH 13-3a CJIOKHOCTeN ¢ Ha3HaueHueM IpaB JOCTyIa K 3TuM daii-
JIaM WJIX BBIGOPOM MX MECTOITOIOKEHMS.

KewunposaHue dakros B Redis

Redis — momynsapHoe XpaHMU/IUIIE AAHHBIX TUIIA KITI0Y/3HAUEHME, YacTo
MCIOIb3yeMOe B KauecTBe Kemia. JIis KemypoBaHust ¢akToB B Redis He06-
XOIVIMO:
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1) ycranoButsb Redis Ha yrpaBisitoleii MaliHe,

2) ybenuThcs, 4TO cay>kOa Redis 3amyiieHa Ha yrpaBisionei MalinHe,
3) ycraHoBUTb nakeT Redis msg Python,

4) BKIIOUNUTD KemnupoBaHue B Redis B daiine ansible.cfg.

B mpumepe 20.9 mokasaHo, Kakue HaCTPOWKM cyiemyeT 1o6aBUTb B ansible.
cfg, UTOOBI OPTAaHM30BATh KelpoBaHue B Redis.

Mpumep 20.9. ansible.cfg, kewmposaHme daktos B Redis

[defaults]

gathering = smart

# Kelw OCTAeTCA [eNCTBUTENbHHM 24 4aca, M3MEHUTe, eCan Heobxogumo
fact_caching_timeout = 86400

fact_caching = redis

Ilist paboTsl ¢ XpanunuineM Redis TpebyeTcst ycTaHOBUTD IakeT Redis miiist
Python Ha ympaBisioleit MaliMHe, HalIpyuMep C IIOMOIIIbIO pip!:

$ pip install redis

BbI Takke MO/MKHBI YCTAHOBUTH MMPOrpaMMHoOe obecrieueHne Redis u 3a-
MTyCTUTD €ro Ha yrpasisoiieii MauHe. B macOS Redis MOXXHO ycTaHOBUTD
C MOMOIIIbI0 AuciieTyepa nakeToB Homebrew. B Linux 3T0 MOXHO cienaTh C
MOMOLIBIO CUCTEMHOTIO IMCIIeTyepa MakeToB.

KewuposBaHue dakros B Memcached

Memcached - elle ogHO MOIY/ISIPHOE XPAHWINIIE AAHHBIX TUIIA KITHOY/
3HaUYeHlMe, KOTOPOe TaKKe YacTO MCIIONb3yeTCsl B KayecTBe Kera. [Ijis Ke-
mmpoBauus pakToB B Memcached Heob6xogumo:

1) ycranoBuTh Memcached Ha ympaBisiolei MalinHe,

2) ybenuThcs, uTo caysk6a Memcached 3amyrieHa Ha yrpaBisiioiiei ma-
HIMHe,

3) ycraHoBuUTb nakeT Memcached njis Python,

4) BKIIOUNUTD KemupoBaHue B Memcached B daitne ansible.cfg.

B mpumepe 20.10 rokazaHo, Kakue HaCTPOVKH CJieIyeT 0o6aBUTb B ansible.
cfg, UTOOBI OPTaHM30BaTh KelpoBaHue B Memcached.

Mpumep 20.10. ansible.cfg, kewwmpoBaHue pakToB B Memcached

[defaults]
gathering = smart
# Kew OCTAeTCA [eNCTBUTENbHBM 24 4aca, M3MEHUTe, eCan HeobXogumo

! MosxeT moTpe60BaThes BHIMOMHUTDH KOMaHay SUdO 1y akTMBMPOBaTH virtualenv, B 3aBMCMMOCTH OT
crioco6a ycraHoBKM Ansible Ha yrmpasisiionieit MammHe.
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fact_caching_timeout = 86400
fact_caching = memcached

s pa6oTsl ¢ xpanwiuineM Memcached TpebyeTcst yCTaHOBUTD TMakeT
Memcached pyist Python Ha ympasisioleit MauiMHe, HalpUumep C IOMO-
IbI0 pip. MOKET MOTPEOOBATHCS BBITIOTHUTH KOMaHAY sudo MJIM aKTUBUPO-
BaTh virtualenv, B 3aBMCcMMOCTH OT criocoba yctaHoBKM Ansible Ha yrpas-
JIgIolIel MalinHe.

$ pip install python-memcached

BbI TakKe TO/DKHBI YCTAHOBUTD ITporpaMMHoOe obecrieueHne Memcached
" 3aIyCTUTh €ro Ha yrpasJsionieii Mammie. B macOS Memcached MoskHO
YCTAaHOBUTH C IIOMOIIBIO McIleTyepa rakeToB Homebrew. B Linux 3T0 MOX-
HO cIefaTh C IOMOIIbIO CUCTEMHOTO AYCIIeTUYepa MaKkeToB.

Bonee monuyio nHpoOpMaInio 0 KemynpoBaHuM (GakTOB MOXKHO HAlTHU B
obuIMaNbHOM JOKYMeHTaLVN.

Mapannenusm

st kaxkmoit 3amaum Ansible yctaHaB/IMBaeT COeAMHEHMS CPa3y C HECKOJIb-
KMMM XOCTaMM U 3aIlyCKaeT Ha HUX OOHY U Ty XKe 3a/auy rnapasuienbHo. Of-
Hako Ansible HeoGs13aTeNbHO OyIET yCTaHABAMBATH COENVMHEHMST CPa3y Co
6cemMu XOCTaMM — yYpOBEHb Iapajuiesin3dMa KOHTPOIMPYeTCSl MapameTpom
CO 3HAUeHMeM I10 YMOTUYaHMIO, PaBHBIM 5. I3MeHUTb ero MOsKHO OJHUM U3
IBYX CITOCOOOB .

MO>XHO HaCTPOUTb MepeEMEHHYIO0 OKPYKeHMST ANSIBLE_FORKS, KaK 3TO MOKa-
3aHo B nmpumepe 20.11.

Mpumep 20.11. Hactporika ANSIBLE_FORKS

$ export ANSIBLE_FORKS=8
$ ansible-playbook playbook.yml

MoOXHO Takke M3MEHUTb HACTPOIKM B KOH(UrypauMoOHHOM aiine
Ansible (ansible.cfg), onpenenus nmapaMmeTp forks B CeKIIMM default, KaK ITOKa-
3aHO B npumepe 20.12. bac cuuraeT, YTO CyLIeCTBYET IPsIMasi CBSI3b MEXIY
KOJIMYECTBOM sifiep Ipolieccopa Ha yrpasisiolieii mauimae Ansible u om-
TUMAaJIbHBIM 3HaueHMeM forks: €CJIM 3a1aTh CAUIIKOM OOJIbIIOE YMCIIO, TO
3aTpaThl Ha MepeK/IIoueHe KOHTEKCTa IPEeB30IAYT BbIrObl OT Mapaslielib-
HOTO BBINIOJIHeHMS 3aau. S ycTaHaB/IMBalo 3HaueHue 8§ Ha Moeil 8-siepHoit
MatHe. HeManoBaskHYIO pOJIb UTPAET TakKe 00beM JOCTYITHO OrlepaTuB-
HOJt MaMsIT Ha yIIpaBisiiolieit MmamnHe. Yem 60JbIlie 5K3eMIUISIPOB 3aaun
BBITIOJTHSIETCSI TIapalIeIbHO, TeM O0JIbllie TTaMSITU TpebyeTcs yIIpaBisiole-
My IpoIieccy. B mpoMBbIIIIEHHBIX OKPYKEHUSIX 00BIYHO UCIIOTb3YIOTCSI 3HA-
yeHust oT 25 1o 50, KOTOpble, KOHEUHO JKe, 3aBUCST ellle U OT 00IIero ymcia
XOCTOB.
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Mpumep 20.12. ansible.cfg. Hactpoiika napannennsma

[defaults]
forks = 8

ACUHXPOHHOE 8bIN0JIHEHUE 3a0ay ¢ NOMOWbIO async

B Ansible mosiBusioch HOBOe BbIpaskeHMe async, IO3BOJISIIONIEE BHITIONHSTh
ACMHXPOHHbIE IEMCTBUSI U 00XOAUTDh IpobsieMbl ¢ Taiim-ayramyu SSH. Ecin
BpeMsI BBITIOJIHEHMS 3a/1auM ITpeBbimiaeT TaiiMm-ayT SSH, To Ansible 3akpoer
coeIMHEHME C XOCTOM U coobuuT 06 ommbke. Eciu ;o6aBuTh B orpeeie-
HMe TaKOii 3aa4uy BbIpaskeHMe async, 3TO YCTPAHUT PUCK UCTEUEHUS TaliM-
ayta SSH.

OmHako MexaHU3M IOOAEPKKM aCMHXPOHHBIX AEMCTBUII MOXHO TakXke
MCIIOb30BaTh JJIS1 APYTUX 1iesielt, HalpyuMep UTOoObl 3aITyCTUTh BTOPYIO 3a-
Jady [0 3aBepluieHys IepBOii. DTO MOXeT MPUTOAUTHCS, HallpUMep, ecau
00e 3a1auM BBITIOJTHSIIOTCSI OU€Hb IOJITO U He 3aBUCSIT APYT OT Apyra (T. €. HET
HY3KIbI X1AaTh, ITOKA 3aBEPILIUTCS TIepBasi, YTOObI 3aITyCTUTH BTOPYIO).

B npumepe 20.13 mokasaH CIIMCOK 3a7ay, B KOTOPOM MMeeTCs 3ajada C
BbIpakeHMeM async, BBITIOHSIIONAsT KJIOHMPOBaHMe O0JbIIOTO PerO3UTOPHS
Git. Tak Kak 3a7jauya OTMe4YeHa KaK acMHXpoHHasi, Ansible He 6ymeT kgaTh
3aBeplIeHs] KJIOHUPOBAHUS PENO3UTOPUSI U MPOAOIKUT YCTAHOBKY CU-
CTE€MHBIX [1aKeTOB.

Mpumep 20.13. Vicnonb3oBaHWe async AN NapasnenbHOro BbiNofHEHUS 3a4a4

- name: Install git
become: true
apt:
name: git
update_cache: true

- name: Clone Linus's git repo
git:
repo: git://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git
dest: /home/vagrant/linux

async: 3600 (1]
poll: 0 (2]
register: linux_clone (3]

- name: Install several packages
apt:
name:
- apt-transport-https
- ca-certificates
- linux-image-extra-virtual
- software-properties-common
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- python-pip
become: true

- name: Wait for linux clone to complete
async_status: (4]
jid: "{{ linux_clone.ansible_job_id }}" ©
register: result
until: result.finished (6
retries: 3600

© 3ajaua OOBSIBISIETCS ACMHXPOHHONM M UTO OHA JTOJIKHA BBITIOTHSTHCS
He posblie 3600 c. Ecau BpeMs BbIIIOMHEHUS 3aa4y IIPEBBICUT S5TO
3HaueHue, Ansible aBToMaTYeCKy 3aBepUINT ITPOLECC, CBSI3aHHbIN C
3ajauei.

® 3uauenue 0 B aprymeHTe poll coobmiaeT cucreme Ansible, uTo oHa
MOXeT Cpa3y MepeiTu K Cjiedylolleil 3ajaue IMOcie 3amycka 3TOiA.
Ewiu ykazaTh HeHy/leBoe 3HaueHMe, TO Ansible He cMoseT TepeiiTu
K CJleyolei 3aaue. BMmecTo 3TOro oHa repmonnyvecky OymeT ornpa-
IIMBATh COCTOSIHME aCMHXPOHHOI 3a/auy, OKuaasi ee 3aBeplieHmus,
MIPUOCTAaHABIMBAsICb MEXIy IpOBepkKamMy Ha MHTepBall BpeMeHH,
yYKa3aHHbIN B rapaMeTpe poll (B CEKYHAAX).

© Korza mMeeTcsl aCMHXpOHHAS 3a/a4a, He0OX0IMMO J0O0aBUTh BbIpa-
SKeHMe register, YTOOBI 3aXBATUTh PE3Y/IbTAT €€ BhIMONTHeHMsI. OObeKT
result COIEpsKUT 3HAUeHMe ansible_job_id, KOTOPOE MOYKHO MCITO/Ib30-
BaTh IO3IHEee JIJIs IPOBEPKM COCTOSIHMS 3aJaHus.

O [Ins1 orpoca COCTOSTHMUSI aCMHXPOHHOTO 3aJaHMUs MCIOIb3yeTCs] MO-
IVIIb async_status.

© [Ins uaeHTUOUKAIMMY aCMHXPOHHOTO 3afjaHysl He0OXOIMMO yKa3aThb
3HaueHue jid.

® Mopyib async_status BBITIOJTHSIET OIIPOC TOJABKO OAMH pa3. UToOkI IIpo-
IOJDKUTD OTPOC 10 3aBepIleHus 3aJaHMsl, HY>)KHO YKa3aTh BbIpaskeHue
until ¥ ONpenennTb 3HaUeHMe retries MaKCMMAJIbHOTO UMC/IA TTOMbI-
TOK.

3aknroyeHue

Teriepb Bbl 3HaeTe, KAK HACTPOUTh MYJIbTUILIEKCMPOBaHMe SSH, KOHBeliep-
HbIIi PeXMM, KelllupoBaHMe (PaKToOB, a TakKe MapasijieibHOe ¥ aCMHXPOHHOE
BBITIOJTHEHMSI 3a71a4, YTOOBI YCKOPUTD BBITTIOTHEHME CLieHapus. [lasiee MbI 00-
CyAuM ceTeBble BO3MOXKHOCTU Ansible 1 6e30macHOCTb.



masa 2 1

CeTu 1 6e30nacHoOCTb

YnpaeneHue cemeebiMu ycmpoiicmeamu

ViipaBijieHue ceTeBbIMM YCTPOMCTBAMM M MX HACTPOJKA BCerga BbI3bIBaeT
y Hac HOCTaJIbIMUecKyue 4yBCTBAa. BXOa ¢ KOHCOMM yepe3 telnet, BBOJ, He-
CKOJbKMX KOMaHJI, coXpaHeHMe KoHbuUrypaum — u pabora caenaHa. [Joi-
roe BpeMsI Mbl /CIIO/Ib30BaJIX IB€ OCHOBHBIE CTpAaTerUy yIIpaBIeHUs ceTe-
BBIMM YCTPOMCTBAMU

e TIIpMOOpEeTEeHME AOPOTrOCTOSIIIErO0 MATEHTOBAHHOTO ITPOrPaMMHOTO
obecrieueHus 151 HACTPOMKYU ITUX YCTPOIICTB;

e pa3paboTKy MUHMMAIMCTCKOTO Habopa MHCTPYMEHTOB IS yITpaBJie-
HUSI KOHPUTypaloHHbIMM (ajiiaMu: KonmupoBaHus ¢GaiiyioB B JIO-
KaJIbHYIO CMCTEMY, BHECEHMSI HEKOTOPBIX M3MEHEHM MyTeM pelak-
TUPOBAHMS ¥ KOMIMPOBaHMsS UX 06PAaTHO B YCTPOIICTBO.

OpHako B Moc/iefHMe HeCKOJIbKO JIeT CUTyalusl CTaja 3aMeTHO MeHSITh-
cs1. [lepBoe, YTO Mbl 3aMeTUJIN, — TPOU3BOAUTENN CETEBBIX YCTPOICTB CTAIN
C03JaBaTh WM OTKpbIBaTh CBOM APIL. Bo-BTOpPBIX, TaK Ha3biBaeMOe IBVIKE-
Hue DevOps He OCTaHOBUJIOCh M MTPOJIOKMJIO CITYCK IO CTeKY K SIApPY: arl-
rapaTHble cepBepbl, 6aTaHCUPOBIIMKM HATPy3KM, YCTPOICTBA 3aIMUTHI Ce-
Telt, ceTeBble YCTPOWCTBA U Iaxke poyTrepsl. HaunHas ¢ Bepcum Ansible 2.5,
komrmauust Red Hat crana koopauuupoBaTh npumeHeHnue Ansible mist aB-
TOMAaTHU3alMU yIIpaBJIeHMs CeTeBbIMM YCTpOiicTBamMu. Mexxny Bepcusimu 2.5
” 2.9 OCHOBHO€ BHMMAaHMe yOesyioCh Pa3sBUTUIO CeTeBbIX Moayieit. Ho 3a-
TeM 13-3a CJIOKHOCTYU MOAJEeP>KKM OT 3TOI MIeN OTKa3aaucCh B MOIb3Y KOJI-
sekyuti. TlTo uToram obcykmeHus, Kak oTMedaeTtcsi B 6iore JP Mens (https://
oreil.ly/DizNw), 661710 perieHO (https://oreilly/MW1le) ocHOBHOJ KoMaHje Ansible
COCpenoOTOUMUTBCSI Ha Pa3BUTUM SIZIpa ansible-core, CO3/aHMe cepTUDULIMPO-
BAaHHOI'O KOHTEHTa JiefierupoBarh naptTHepam Red Hat, a Bce octanbHOe —
coob1ecTBy. [IpoM3BoguUTeNN CeTEeBOrO OOOPYAOBaHMSI TOAAEPNKAIU ITY
TeH/EeHIINIO, TaK KaK OHA aeT MM BO3MOXKHOCTD BbIITYCKaTh TAKOI KOHTEHT
He3aBUCUMO.


https://oreil.ly/DizNw
https://oreil.ly/DizNw
https://oreil.ly/MW1Ie
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Cnucok noapepXXMBaeMblX NpoUsBoaUTENEN

ceTeBoro o6opynoBaHus

ITepBbIii BOITPOC, KOTOPKIN BbI, CKOpee Bcero, 3amaanute: «IlogmepxuBaeTcs
JIY BBIOpAHHBIV MHOV TTPOU3BOINUTENb CETEBOTO 000PYIOBAaHMS WM OTlepa-
LIMOHHOM cucTeMbl?» CIMCOK KOJJIEKLMiA, IpeaaaraeMbIX ITPOM3BOOUTENSI-
MM, IJIVHHBINA ¥ OUeHb JMHAMUYHBIN, YUTOOBI IPUBOIUTH €T0 B KHUTE, HO JKe-
JIarolIye CMOTYT HAlTU ero 1o azipecy https://oreil.ly/CEHsD. IIpocTpaHCTBO MMeH
Community comep>KUT 60JIbIII0e KOTMYECTBO MHCTPYMEHTOB, pa3paboTaHHbIX
He3aBUCUMO OT TipousBoauTeseli. Kpome Toro, ansible.netcommon mpepjaraeT
abCTpaKIyMi, KOTOPbIe MOXKHO MCIIOTb30BaTh C PA3HBIMM ITOCTABUIMKAMM, UTO
TaKKe 03HavaeT UX COVIACOBAHHOCTD U IMPOAYMAHHOCTD (M 3TO 340POBO). BoT
HEeTIOMHBIN CITVCOK MTPOU3BOAUTENEN, TPeniarainx CBOU KOJIJIEKIIVNA:

o Arista (https://oreil.ly/AsBf2);

» Checkpoint (https://oreil.ly/sLvpl);

e Cisco ACI (https://oreilly/TNOAT);

» Cisco Meraki (https://oreil.ly/gExAe);
» Cyberark (https://oreilly/vMQse);

» F5 Networks (https://oreil.ly/GcDFd);
o Fortinet (https://oreil.ly/R1sDM);

e IBM (https://oreil.ly/fiiWQ);

» Infoblox (https://oreil.ly/yCcpH);

e Juniper (https://oreil.ly/Js4de);

¢ Vyos (https://oreil.ly/MnTbl).

HexoTopble 13 3TUX IMTPOU3BOAMTEEI ITPpeAaraloT BUPTYyalbHbIe YCTPOT-
CTBa JIJIS CTIoMb30BaHMs ¢ Vagrant. @aiin Vagrantfile mjist 9Toit r1aBsl B pe-
MO3UTOPUM KHUTU BKIIOUAET YCTPOICTBA junos, NXOSV U VYOS.

Crapavitecb SIBHO onpeaensTb MMEHA MCMOJNb3yeMbIX MoAynewn
aBTOMATU3aLMM YNPABNEHUS CETEBbIMM YCTPOMCTBAMMU U3 yCTa-
HOBJIEHHbIX KONNEKLUMIA. YKa3bIBAWTE NOJSIHbIE UMEHA 3TUX MOAY-
NIeN, BKOYALOLWME MMEHA KOMNEKLMIA, YTOObI HE BO3HMKO My-
TaHWULbI C MOAYNSMU, BXOAAWMMM B cocTaB aapa Ansible. Mpu
uccnepnoBaHnm GannoB 3agayv MAM CLEHApUeB MLLMTE MMEHA
MoAynen € TOYKaMu, Takme Kak cisco.iosxr.iosxr_12_interfaces.

Ansible Connection ana asToMaT13auum ynpasneHus
ceTeBbIMU YCTPOUCTBAMMU

Ansible mo3BoJisier YIIpaBJIATb CAMbIMM Pa3HbIMMU CETEBbIMMU YCTPOVICTBH-
MM, HO €CTb HEKOTOPbIE OT/IMYMSA B YIIPpABJI€HNUNM MallIMHAMMA C Windows, ma-


https://oreil.ly/CEHsD
https://oreil.ly/AsBf2
https://oreil.ly/sLvpl
https://oreil.ly/TNOAT
https://oreil.ly/gExAe
https://oreil.ly/vMQse
https://oreil.ly/GcDFd
https://oreil.ly/R1sDM
https://oreil.ly/fiiWQ
https://oreil.ly/yCcpH
https://oreil.ly/Js4de
https://oreil.ly/MnTbI
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cOS unau Linux. CucreMsl Linux moBceMecTHO yIpaBisitoTcs yepe3 SSH, a
KomIibloTepaMy Windows MOKHO yIIpaBsiTh uepe3 coenvineHne WinRM. 13
IPYTUX TUIIOB COeIMHEHM 1, KOTOPbIe MbI MCIIOIb30BaJM A0 CUX ITOP, MOSKHO
Ha3BaThb local, docker 1 raw. Micrionib3oBanue REST ¢ momysnem uri He rionaep-
SKMBAeTCs TapaMeTpPOM ansible_connection, IOTOMY UTO 3TO «COeAMHEHME» He
MO3BOJISIET MCI0/Ib30BATh IPyTryie MOAY/IN.

[TocKonbKy ceTeBble YCTPOICTBA He MOAAePsKUBAIOT BO3MOXXHOCTb BbITIOJI-
HeHusI clieHapueB Ha Python, a5t yripaBiaeHMs MMM HY>KHA Jpyrasi Tapajgnur-
Ma. THCTpyMeHTbI aBTOMAaTHU3aI iy PaboTalOT Ha YIIPaBJISIONIei MalliHe U
obmatorcst ¢ API ceTeBbIX YCTPOIICTB. B 3arosioBKe clieHapus aBTOMaTM3a-
LMY YIIPaBJIEHUS CETEBBIMM YCTPOCTBAMM OOBIYHO MOKHO BCTPETUTH Ta-

KYI0 CTPOKY:
hosts: localhost

3HaueHMe B ansible_connection Ha y3Jie, yIIpaBJsIOIEM YCTPOICTBOM, 3aBU-
CUT OT TUIaTHOPMBbI ¥ Ha3HAUEHMS UCII0Ib3YeMbIX MOAY/Iel . TpaHCIIOPTHBIM
MpoToKoaoM MoxkeT cy>kuTb SSH mnm HTTP/HTTPS. Coengunennst HTTPS
0OBIYHO MCITONb3YIOTCS A1t moctyna K REST API, Torma kak SSH mosBosisieT
B3aMMOZEeIICTBOBATh C MHTepdeiicoM KOMaHIHOI CTPOKM, KaK 3TO AelaioT
Moy command U shell B «00bIuHOM» Ansible. XML uepe3 SSH nipumeHsieTcst
17151 KoH@Urypauum cetu (netconf). YTOOBI MCII0IB30BATh 3TOT TUIT COEIMHE-
HUIA, HY’)KHO YCTaHOBUTD 6MOMMOTEKY ncclient st Python.

MpuBunerMpoBaHHbIN peXxum

Hekortopbie ceTeBble YCTPONMCTBA TOLINEPKMUBAIOT pasfeleHne MeXIy
OOBIYHBIM I10JIb30BATENBCKUM U NPUBUIE2UPOBAHHBIM PEHUMAMU, TIOCTIeTHUIA
13 KOTOPBIX MPeayCMaTPUBAETCS IJIS1 BBITTOIHEHUS] KDUTUYECKU BaXKHBIX 3a-
JIauy M IOCTYIEeH yepe3 ImapamMeTp ansible_become: true. OOpaTuTe BHMMAaHMUE,
YTO 3[4€Ch BMECTO YTWINTBI sudo, U3BECTHOV HaM B Linux, ucnonb3yeTcs: Me-
TOZ, KOTOPBI/ Ha3bIBaeTCs enable. Mbl MpeAriounMTaem 3anaBaTh MapameTp
become B HayaJie 3a/aui, MPSMO TIOJ], €e MMeHeM, UTOObI IOTOM ObLIIO TIPOIIe
aHaIM3UPOBATh ee TTI0BeeHIe.

HacrtpanuBaTb coequHenust Ansible [1jis1 pasHbIX TUIIOB YCTPOJCTB MOKHO
C TMIOMOIIbI0 HECKOJIbKMX ITapaMeTpoB. EcTecTBeHHbIN BbIOOD 151 perucTpa-
LMY 9TUX TTapaMeTpOB — 6JI0K vars B peecTpe. [[oMMMO MTPOTOKOJIA COeIHe-
HusI, cucteMe Ansible HY;KHO COOOIINTD OMEPALVIOHHYIO CUCTEMY CETEBOTO
YCTPOIICTBA, KaK MOKa3aHo B (aiiie peectpa B ipumepe 21.1.

Mpumep 21.1. playbooks/inventory/hosts

[arista:vars]

# https://galaxy.ansible.com/arista/eos
ansible_connection=ansible.netcommon.httpapi
ansible_network_os=arista.eos.eos
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ansible become_method=enable

[cisco:vars]

# https://galaxy.ansible.com/cisco/ios
ansible_connection=ansible.netcommon.network_cli
ansible_network_os=cisco.io0s.10s
ansible_become_method=enable

[junos:vars]

# https://galaxy.ansible.com/junipernetworks/junos
ansible_connection=ansible.netcommon.netconf
ansible_network_os=junipernetworks.junos.junos
ansible_become_method=enable

PeecTp ceTeBbIX yCTPOUCTB

MbI mpearnounTaem ornpenensiTb (aiiyibl peecTpoB U AUMHAMUYECKNE
peecTpsl 1151 06/IaUHbIX OKPY>KeHMIi 1 Vagrant B mpoctoM dopmate INI, of-
Hako popmat YAML nyyiiie OAXOONT [J1s1 OTIpefie/ieHNs] peeCTPOB KPYITHbIX
U MepapxXmn4eCKux CeTeBbIX TOIOJOrui (ipumep 21.2). JIy4dinei mpaKTUKOM
B MOJIe/INPOBAHUM SIBJISIETCS OTIpefie/ieH e OTBETOB Ha OCHOBHbIE BOIIPOCHI:
YTO 3TO TaKoe? IAe 3T0? KOMY NPUHAAJIEXNUT? U KOTAA MPOVAYT Tarbl pa3-
paboTKM, TECTUPOBAHMS, MUIOTHOTO MPOEKTa, 06KATKM U Tlepefaun B Mpo-
M3BOJICTBO?

Mpumep 21.2. Peectp B popmate YAML

backbone:

hosts:

rt_dc1_noc_p:
ansible_host: 10.31.1.1

vars:
ansible_connection: ansible.netcommon.network_cli
ansible_network_os: cisco.ios.ios
ansible_become_method: enable

perimeter:
hosts:
proxy_dcl_soc_p:
ansible_host: 10.31.2.1
vars:
ansible_become method: sudo

network:
children:
backbone:
perimeter:
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C nmoMol1Ibio cleayloleii KoOMaHabl MOXKHO TpeCTaBUTb peecTp B Buie
rpacduKa, YTOObI OLIEHUTD €ro:

ansible-inventory -1 inventory/hosts.yml --graph

MpumMepbl MCNONb30BaHMA AaBTOMaTU3ALUM

ynpaBneHus CeTeBbIMU YCTPOWUCTBaAMM

PacrpocTpaHeHHOe MHeHMe, UTO [Jis1 MPOEKTUPOBAHMUS AOATOBEUYHON
MHOPaACTPYKTYpbl KOPIOPATUBHONM CETU [OCTATOYHO CO3LATh TLIATENbHO
MpopaboTaHHYI CXEMY, ObLIO OMPOBEPTHYTO B MOCTAEAHUE IECATUIETUS
o011eit SHTPOMMeEi: BbI JIETKO CMOKeTe Ha3BaTh HECKOIbKO NMPOTUBHUKOB
CTaOMIBHOCTH, TIOPA3MBIIUISIB O pa3Butuu UT, paspyminTenbHON KOHKY-
peHIIM, rMo6aabHbIX KPU3MUCAX U HECTaOMIbHOCTM pbIHKA. OpraHusanum
IO/DKHBI OBICTPO aAaNTUPOBATHCS K MEHSIIOMIMMCS YCIOBMSIM, a 3TO IO pa-
3yMeBaeT U3MeHeHUs — TOCTOSIHHbIE M3MeHeHUsI — U TUOKOCTb.

Unes o Tom, YTO MHOTOQYHKIIMOHAIbHbIE KOMaH/IbI MOTYT paboTaTh aB-
TOHOMHO U AOCTUTaThb OM3HeC-1iesieli, UCIONb3ysl COOCTBEHHbIe OOJauHbIe
TeXHOJIOTUY, TIpuobpeTaeMble He3aBUCUMO, OECTIOKOUT CeTeBble I[€HTPbI
M IEHTPBI YIIpaBjaeHus] 6e30MacHOCTbI0 (MSTKO roBops). Ansible crioco6Ha
aQHaIM3MPOBATh COCTOSIHME BCEX YCTPOICTB U XOCTOB M cOOMPATh (DaKThI, He-
obxomyMble [Jis yIipaBieHns: KoHbuUrypaiuei u mpegocrasiaeHus nHbopma-
MM O TeKylleil cutyauunu. OHa MOXKeT HacTpauBaTh yCTPOICTBA, aBTOMATH-
3UpOBaTh OOHOBJIEHNS U TIPOBEPSITh, KAK pabOTAIOT BCe yCTpoiicTBa. B 1jeiom
MexaHM3M aBTOMAaTU3aluy yIIpaBieHNsI ceTeBbIMM yCTpoiicTBamu B Ansible —
9TO GOJIBILION IIAT BIiepes, IO CPaBHEHUIO C HACTPOIKOI YCTPOICTB BPYUHYIO.

be3zonacHocme

Kakmast opraHmsanyst mpeabsBisieT CBOM YHUKaJIbHbIE TpeOoBaHMS K 6e3-
omnacHocTH. CyIecTByeT HeCKOIbKO 6a30BbIX YPOBHEN O€30MMacHOCTH, TAKMUX
Kak CIS (https://oreilly/40GAp), DISA-STIG (https://oreilly/UQ3f0), PCI (https://oreilly/
eM8aP), HIPAA (https://oreil.ly/CVYED), NIST (https://oreilly/mq03N) 1 FedRAMP (https://
www.fedramp.gov/), TpMMeHSIEMbIX B pa3IMuHbIX oTpacisix B CIIIA, BKIiouas Iia-
TeKHbIE KapThl, 3ApaBoOXpaHeHne, pegepaabHOe MPABUTEIBCTBO ¥ 000POH-
Hble TIPOM3BOACTBA. B EBporie cyIiecTBYIOT CBOM HallIOHA/IbHBIE MHCTUTYTHI,
Takue Kak BSI Germany (https://oreil.ly/jyRtY), BSI UK (https://oreil.ly/RNX0j) 1 NCSC
(https://oreilly/pBdtl), TTyOMMKYyIOIIMEe peKOMEHAAIMM I10 3allUTe KOMIIbIOTe-
POB M UX CETEeBbIX coemyHeHMii. Ecau Ballle IpaBUTEIbCTBO HE ONpPeaeniIo
CTaHZapT 6e30MaCHOCTH, TO Bbl MOKETE 03HAKOMMUTHCS C IIPUMepaMu, IIpe-
CTaBJIEHHBIMM (POHIAMM ITPOTPAMMHOIO obecIieueHmst, Takumu Kak Mozilla
(https://oreil.ly/vzWsX).

Eme mo Toro, kak Red Hat xymmna Ansible, Inc., cymecTBoBaia BO3-
MOSKHOCTh 00eCIIeUUTh COOJII0eHe OIpeIe/IeHHbIX 6a30BbIX CTAHIAPTOB


https://oreil.ly/4oGAp
https://oreil.ly/UQ3f0
https://oreil.ly/eM8aP
https://oreil.ly/eM8aP
https://oreil.ly/CVYED
https://oreil.ly/mq03N
https://www.fedramp.gov/
https://www.fedramp.gov/
https://oreil.ly/jyRtY
https://oreil.ly/RNXOj
https://oreil.ly/pBdtI
https://oreil.ly/vzWsX
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6e3omacHocTy. B 2015 romy Ansible, Inc. mopyumia KOOpAMHAIIMIO TTPOEKTa
ansible-lockdown (https://oreil.ly/0lzC8) C OTKPBITHIM UCXOAHBIM KOJIOM KOMITaHUU
MindPointGroup!, crernuanusupyiolieiics Ha pelmeHusIxXx O0e30MacHOCTM.
C Tex mOp MHOTIO BOJibI YTEKIO0. DTOT KOHTEHT YaCTUYHO TIepeMeCTUJICS U3
PDF-mOKYMEHTOB U 3JIEKTPOHHBIX TabuIl B ciieHapuu Ansible. I Terieps aB-
ToMaTu3alusg 6e30IacHOCTM CTajla OOHO 13 obacTeil, B KOTOpoit Ansible
HabupaeT CuUy.

[TpumeHeHnne Ansible a1t HaCTPOVIKM 6€30IMACHOCTM TaKMX CUCTEM, KaK
ceTeBble YCTPOMCTBA, KIACTEPBI M XOCThI, KAXKEeTCSI OTAMYHOI uaeeil. Pasme-
JieHMe 3a71a4 — OOMH U3 TIPUHIIUIIOB TEOPUM yIIpaBJIeHUsI, T03TOMY Ha MpaK-
THUKE BaM IOTPe6yeTCs] MHCTPYMEHT CKaHMPOBAHMS JIJIS OLIeHKY YPOBHS 3a-
IIMTHI HA OCHOBE BIOPAHHOTO MPOd st 6€30MaCHOCTM.

LlenTp nHTepHeT-6e30macHocTU (Center for Internet Security) mommep-
SKMBaeT 3TaJIOHHbIE TECThl MPOBEPKYU 3aIIUIIEHHOCTH [IJIS1 IMPOKOTO CIIeK-
Tpa OIepaIMOHHBIX CUCTEM UM ITPOMEKYTOYHOTO ITPOTPaMMHOr0 obecrieye-
HMSI, KOTOpbIe JIeTalbHO McwienyoT KoHdurypaiym. CylecTByIOT CKaHepbl
6e30I1aCHOCTH, PacIpoCTpaHseMble Ha KOMMepueckoit ocHoBe. OpenSCAP
(https://oreil.ly/I4EiB) GecruiaTHO ITyOIMKYET PYKOBOICTBO IO 0€30MaCHOCTU
(https://oreil.ly/30Mj6), M3yUMB KOTOPOE BbI CMOSKETE BHIOPATH MPOQIIIb, TIOIXO0-
OSIINUIA IJIST Ballleil OTpaciin, YTOObI TIIATENbHO IMTPOCKAHUPOBATDH CUCTEMBbI
RHEL 1 mpoBepuUTh X COOTBETCTBYE TPEOOBAHMSIM. 3HAETE JIV BbI, UTO MOXK-
HO Ja’ke creHepupoBaTh ciieHapuit Ansible, mnoggepskuBaemblii Red Hat, myist
yCTpaHeHMsI OTKIOHeHU? (DTo AeiictBUuTenbHO KpyTo!) Ha GitHub moxkHo
HalTU U Ipyrye NpOeKThl M0 YCUIEHUIO 3alMThl OT HEe3aBUCUMBbIX pa3pa-
60TuMKOB, Haripumep DevSec Project (https://dev-sec.io/project) 13 TepmaHuu.

CobnopeHune TpeboBaHUit COOTBETCTBUS

OnHaxo, Jaxke uMes 3T MHCTPYMEHTbBI, OCTaeTCsl HepellleHHbIM BOTIPOC,
3agaHHbiii TomrcoHom (Thompson): KoMy moBepsTH?? YIIyOUBIINCH B Je-
TaJIM, MOSKHO OOHaPYKUTH ellle O60JIbIlle BOIIPOCOB. CJIEYET JIV JOBEPSITH Py-
KOBOJICTBY I10 HACTPOJiKe 6e30IMacHOCTY ¢ MOMOIIbIo Ansible 6osblie, yem
pes3y/ibTaTaM CKaHMPOBaHMS MPOU3BOAUTENS? MOXKHO /i YTBEPXKAATh, YTO
COOTBETCTBME TPeOOBAHUSIM paBHO Ge3oracHOCTH? OrpaHMUYMBAIOT JIM Ha-
LIMOHAaJIbHbIE CTaHIAPThI KPYT KpUIITOrpadmueckmx MeTOHOB JIJisl IpUMeHe-
HUS B Baleli crpaHe (https://oreilly/68z)p)? Kak BAMSIOT Ha BalllM pelleHUs B
o6acTy 6€30MaCHOCTM METOIbI CJIESKeHMsI, 0OHAPY>KeHUST BTOPXKEHMIA, BbI-
SIBJIEHUSI BPEIOHOCHBIX ITPOTPaMM, 3aKOHOJATeIbCTBO 00 MHTE/JIEKTyaslb-
HOJi COOCTBEHHOCTM, I'PAKIAHCKMX ITPaBaXx, TPYAOBbIX OTHOIIEHMSX, 8 TAKKe
1podCo103bl U MOMUTMKA? MeIaroT Jiu Mpo6sieMbl ¢ Kibep6e30I1acHOCTbIO

1

Bac B TeueHMe HEKOTOPOTO BpeMeH Y 3aHMMaJICs peanusariveii craugaptos CIS (https://oreil.ly/mAxiw)
u DISA-STIG (https://oreil.ly/EGDNP).

Ken Tomncon (Ken Thompson). Reflections on Trusting Trust (https://oreil.ly/f52cw). Communications of
the ACM 27.N@ 8 (aBryct 1984 1.).
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Ballleii OpraHu3aly JOCTUYb CBOMX Liesieii? HacKoIbKo XOpOIIo obecrieun-
BaeTCs TaliHa IMYHOM MepenmucKu?

Ha ncrnonp3oBaHue MHTEpHETA M Kpunrorpaduy B coBpeMeHHbIx UT-ap-
XUTEKTypax BiausieT HeCKOIbKO (haKTopoB. B Ipokcu-cepBepax MIMPOKO UC-
0JIb3yeTcst TpoBepKa SSL, uTo6bI M36ekaTh 3apaskeHust [TK BpeqoHOCHBIMMA
nporpamMMamMu. Takas IIpoBepKa IM03BOJISIeT afMUHUCTPATOpaM Hab/IIoaaTh
3a TpauKOM, UCXOASIIMM U3 Beb-Opay3epoB B KOMIIAaHUM Ha Beb-caii-
ThI, ¥ OTPAHMUUMBAThH ero. Bo mn3bekaHue IOPUANUECKUX MTOCAEOCTBUIA ITU
ITPOKCU-CepBEPHI MOAIEPKUBAIOT CIIMCKM JOBEPEHHBIX M HEHAMIeKHBIX Ka-
Teropuii caitoB. IIpokcu-cepBepbl MOTYT OTPaHMUYMBATH MCIIOb30BaHME
MHTEpHEeTa COTPYIHMKAMM C JOOPbIMM HaMepPeHUSIMU, HO ITpo6IeMbI ¢ 6e3-
OTIaCHOCTBIO MOTYT MCXOAUTD U OT IIPOTPAMMHOTO obecrieueHus. imeiite B
BUJy, YTO TIPOBEPKAa HAa CTOPOHE IMPOKCH-CepBepa MOXeT ITOMOYb IpeaoT-
BpPaTUTh NPOHMKHOBEHME BUPYCOB U MIpOrpaMM-BbIMOTaTeseil B KopIiopa-
TUBHYIO CETh, HO OHA MOXKET TaKKe IPeIsiTCTBOBATD MPOILieccy pa3paboTKu
U BHeIpeHMsI MHHOBALIUIA.

Takke pPeKOMEHIYeTCS CO37aTh ITPOKCU-CEpBEp MJisI OMOIMOTEK IIpO-
IrPaMMHOTO obecreveHusi, YTOObl YIIPOCTUTH I€ITOYKY ITOCTAaBOK [IJIST ITPO-
IrpaMMMCTOB. B 171aBe 23 Mbl paCcCMOTPUM IIPUMEpP CO3TaHMsI TAKOTO IIPOKCHU
¢ momoIipio Sonatype Nexus. Be6-Tpaduk Kak 6M3HeC-110/Ib30BaTeNel, TaK
u NT-nepcoHana I0/KeH peryaupoBaThCs MOJIUTUKON, NCKIIOUAoNei 1c-
M10JIb30BaHMe 3aKPbIThIX KAHAJIOB.

3almiLeHo, Ho He 6e3onacHo

[Ipumep OJ1s1 3TOM IMIaBbl CO3aeT BUPTYaIbHYIO0 MalluHy Vagrant ¢ nme-
HeM ansiblebook/Bastion (https://oreil.ly/ajtGQ), 3aIIMIIIEHHYIO B COOTBETCTBUM C
npoduiem 3amThI onepannoHHoi cucreMsbl (Operating System Protection
Profile, OSPP ) nns RHEL 8.

AOmom KoHpueypauyuoHHslli npoguie coomeemcmeyem cmaHdapmy
CNSSI-1253, komopeslii mpebyem, umobvl cucmemvl HAYUOHANbHOL Oe3-
onacvocmu CIIIA npudepxcusanucs onpedeeHHbIX KOHPU2YpaAUUOHHBIX
napamempos. CoomeemcmeeHHo, 5mom npodusib no0xoo0um ons Ucnop-
308aHUS 8 CUCMeMAX HAYUOHAaIbHOt 6e3onacHocmu CIIIA.

3HAUYNUT /M, YTO ITA 3al[MIEHHAs MallMHa HaXOAUTCSI B 6€301acHOCTN?
Koneuno!

Posb ansible_role_ssh B IpuMepe MOKET MPUMEHSITh (HaCTpauBaemylo) 00-
LIeCUCTEMHYIO KPUIITOIIOIUTUKY. POJb ansible_role_ansible ycTaHaBIMBaeT
Python, Heob6xomumble 3aBucumMocTH, Ansible, Koyutekuym 1 posiu B 3Ty 3a-
HIUIEHHYIO OMepalMoHHyI0 cuctemy. OHa onpenesisieT OTpaHUIMBAIOIIVIE
rapaMeTpbl MOHTUPOBaHMS TOMOB, SELinux 1 fapolicyd.

MbI OTyOG/IMKOBAM 9TU JIBE POJIU OTAEIBHO, UTOOBI BbI MOIJIM MCITOTb30-
BaTh UX B IPYTUX CLIEHAPUSIX:


https://oreil.ly/ajtGQ
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e ansible_role_ssh (https://oreil.ly/H3Ha6);
e ansible_role_ansible (https://oreil.ly/c9XmX).

B koHburypauumu 3amycka (mpumep 21.3) pacumpeHne org_fedora_oscap MC-
MOIb3yeT MpodWIb ospp, OCHOBAHHBIN Ha Kpurrtononutuke FIPS. Kpunro-
ronutuka FIPS:OSPP eme 60/bliie orpaHM4YMBaeT HAOOpP aJITOPUTMOB, UeEM
FIPS. B Hacrosee Bpemst FIPS mckouaeT HeKOTOpbIe KpUIITorpaduieckme
QJITOPUTMBI, a MPaBUTENIbCTBEHHbIM yupexkaeHusam CIIA mpeparymcaHo uc-
M0JIb30BaTh TOJILKO OIpeeseHHbII Habop aArOpMUTMOB, IPOBEPEHHbIX Ha-
LIMOHAJbHBIM MHCTUTYTOM cTaHAapTOB NIST.

Mpumep 21.3. packer-playbook.yml

- name: Provisioner
hosts: all
become: true
gather_facts: true
vars:
crypto_policy: FIPS:0SPP
intended_user: vagrant
home_dir: "/home/{{ intended user }}"
pre_tasks:
- name: Generate 4096 bits RSA key pair for SSH
user:
name: "{{ intended user }}"
generate_ssh_key: true
ssh_key bits: 4096

- name: Fetch ssh keys

fetch:
flat: true
src: "{{ home_dir }}/.ssh/{{ item }}"
dest: files/
mode: '0600'

loop:
- 1d_rsa
- 1d_rsa.pub

- name: Install authorized_keys from generated file
authorized _key:
user: "{{ intended user }}"
state: present
key: "{{ lookup('file','files/id _rsa.pub') }}"
exclusive: false

- name: Fix auditd max_log_file_action


https://oreil.ly/H3Ha6
https://oreil.ly/c9XmX

416 <+ [nasa 21.Cetn u be3onacHoCTb

lineinfile:
path: /etc/audit/auditd.conf
regexp: '“max_log_file action'
line: max_log_file action = rotate
state: present
roles:
- ansible_book_ssh
- ansible book_ansible

MammnHa ansiblebook/Bastion iogroraBiauBaeTcs ¢ momolnbio Packer, u g
Hee CO3JaeTcs Mmapa KJIHueil ¢ pasMepom 6oJblile, 4eM IPUHSITO B Vagrant
10 yMOJTUaHMI0. Bbl cMOXKeTe 3ammycTUTh ee ¢ Vagrant 1ocie 3arpy3Kku 3TOro
4096-6uTtHOoro KiIoua RSA; coxpanute ero B ¢aiisie ¢ MMeHeM, KaK YKa3aHO
B Vagrantfile:

config.ssh.private_key path = "./playbooks/files/id_rsa"

Cuenapuit Ansible, mokaszaHHblii B mpuMepe 21.4, MpOBEPUT 3aIIUIIEH-
HOCTb MaIIMHBI U CO30ACT OTUET B manke Downloads.

Mpumep 21.4. vagrant-playbook.yml

- name; Security Audit
hosts: bastion
become: true
gather_facts: true
tasks:
- name: 'Run the audit and create a report.'
command:
oscap xccdf eval \
--report /tmp/report.html
--profile ospp
Jusr/share/xml/scap/ssg/content/ssg-rhel8-ds.xml
no_log: true
ignore_errors: true

- name: 'Fetch the report.'
fetch:
flat: true
src: [tmp/report.html
dest: "~/Downloads/ospp.html"

Bel yBuanuTe, 4yTO MalllMHA yCIelmHo IpeomoneBaeT 198 n3 200 TecToB
6e30MacHOCTH, YTO JOBOJIbHO X0opoIino! OHa 3anuiieHa.

OpmHako ec/u 3aIyCTUTD ssh-audit (https://oreil.ly/gepyo) B 3TOI «3alUIeH-
HOI» CUCTEME, TO Bbl YBUIUTE MHOXECTBO HEJOCTATKOB:


https://oreil.ly/gepyo
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# key exchange algorithms

(kex) ecdh-sha2-nistp256 -- [fail] using weak elliptic curves
(kex) ecdh-sha2-nistp384 -- [fail] using weak elliptic curves
(kex) ecdh-sha2-nistp521 -- [fail] using weak elliptic curves
# host-key algorithms

(key) ecdsa-sha2-nistp256 -- [fail] using weak elliptic curves

- [warn] using weak random number generator could
reveal the key
# encryption algorithms (ciphers)
(enc) aes256-cbc -- [fail] removed (in server) since OpenSSH 6.7,
unsafe algorithm
‘- [warn] using weak cipher mode
(enc) aes128-cbc -- [fail] removed (in server) since OpenSSH 6.7,
unsafe algorithm
- [warn] using weak cipher mode
# message authentication code algorithms

(mac) hmac-sha2-256 -- [warn] using encrypt-and-MAC mode
(mac) hmac-sha2-512 -- [warn] using encrypt-and-MAC mode
# algorithm recommendations (for OpenSSH 8.0)

(rec) -aes128-cbc -- enc algorithm to remove

(rec) -aes256-cbc -- enc algorithm to remove

(rec) -ecdh-sha2-nistp256 -- kex algorithm to remove

(rec) -ecdh-sha2-nistp384 -- kex algorithm to remove

(rec) -ecdh-sha2-nistp521 -- kex algorithm to remove

(rec) -ecdsa-sha2-nistp256  -- key algorithm to remove

(rec) -hmac-sha2-256 -- mac algorithm to remove

(rec) -hmac-sha2-512 -- mac algorithm to remove

ITogo6HbIe HEIOCTATKM MOKHO HailTy B HacTpoiike OpenSSH 8 mmo ymort-
YaHMIO ¥ B PEKOMEHAALIMSIX FOCYyIapCTB, OO0OpSIOMX HabmomeHne 3a 6e3-
OITACHOCTBIO cUCTeM. Bpl MoskeTe mcrnonb3oBarh posib SSH co 3HaueHuem
M0 YMOJIYAHMIO crypto_policy: STRICT, YTOOBI MCITONIb30BaTh KpuBbie ed25519.
ATOT anropuTM ObICTpee 1 Ge3oracHee, KaK JOKa3aau UCCIeIOBAHUS TeX-
HMUYeCKOro yHuBepcureTta JMiHAxoBeHa (https://oreilly/Tz9u0). Vicrionb3oBaHmue
KpuBbIX €d25519 mpenaraeTcs Takke i 06HOBIeHHOM Bepcun FIPS, HO
nokyMeHT FIPS 186-5 mo-mpeskHeMy MMeeT CTaTyC «IIpefBapuUTeIbHbIii».
Kpunromonutuka smwict obGecrieuyBaeT IIPOXOKIOEeHMe TeCTOB ssh-audit. 06-
paTuTe BHMMaHMe, YTO IPU 3TOM Ballla CUCTeMa MOXKET COOTBETCTBOBATh
TOJIbKO 6230BOMY YPOBHIO 6€30MacHOCTH €O ¢1aboit Kpumnrorpaduei.

[TosiB/ieHMe KBAaHTOBBIX KOMIIBIOTEPOB MOXKET MMETh CepPbe3HbIe MOCIe] -
CTBUS AJISI OpTaHu3aIunii, 06pabaThIBalOIMX KOHPUAEHIMAIbHYIO MHDOP-
MalMi0: JaHHble, 3alIM(PpPOBaHHbIE C MIOMOIbIO MOMY/SPHBIX KPUIITOTPA-
(buueckux aJropuTMOB, BO3MOKHO, YK€ ObUIM TepexBaueHbl U OXMUIAIOT
paciMdpoBKM ¢ TOMOIIbIO GYyIero KBAaHTOBOrO KOMIIbioTepa. B Bepcun
OpenSSH 9 (https://oreil.ly/IZgN1) TIpOM30IIIN CYLIECTBEHHbIE U3MEHEHUS ; Te-


https://oreil.ly/Tz9u0
https://oreil.ly/lZgN1
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repb OHA IO YMOJYAaHUIO UCIoab3yeT aaroput™™ NTRU 1 o6MeH KiIrouamu
X25519 ECDH, uT06BI IpegoTBPaTUTh STU ITOC/IENCTBUSI.

TeneBbie UT-pecypcbl

Barire ycTpoiicTBo 3awuujeHo niv 6e3onacHo? Db @eKTUBHBI IV Ballly MePbl
6e3omacHOCTM? JIe/CTBYIOT JIM OrpPaHMYEHMUS MOJIUTUKMA HEYKOCHUTETbHO,
VIV IX MOKHO 000#TH? A 4TO MOXKHO CKa3aTh 060 BCEX IPYTUX YCTPOIICTBAX
B Ballleil KomInaHuu? 3amuiiaeT au Baua ciayxkoa UT ceTeByio MHGPaCTPyK-
TYPY, CEPBEPBI, JOCTYII K TaHHBIM 1 Ballly pabouie CTOIbI HACTOIBKO CTPOTO,
YTO BbI BBIHYXKJI€HbI OTIPAB/SATH (ailyibl 10 IEKTPOHHOI IOoYTe Ha CBOI
JIMYHBIN aipec, UYTOObI BBITIOTHUTD MMOJIE3HYIO paboTy? [IpuxoguTCs i BaM
obpaIaThcs K IpyrMM ajbTepHaTuBaM? KopropaTuBHOe yrpaBieHue Mo-
KeT 3aTOPMO3UTh MHHOBALMOHHbIE MHUIMATUBBI BHEAPEHMEM Upe3Mep-
HBIX ITPOLIECCOB YTBEPKAEHMS U ayAUTOB PUCKOB U COOTBETCTBUSI, HE TOBOPS
y3Ke 0 TeXHUYEeCKUX Mepax 6e30MacHOCTM, TAKMX KakK 3allUTa KOHEYHbIX TO-
yek, rpoBepka SSL 1 M3onupoBaHHbIe OKpYKeHMs'. COTPYIHMUKM MO0 Tpa-
TAT OIUIAYMBAEMOe BpeMsl, YTOObI IIPEOA0IETh BCE 3TU OTPAHUUYEHMS, TUOO
co3marT mexesovie UT-pecypcol.

K TeneBbiM UT-pecypcam (Shadow IT) oTHOCSTCS MI06bIe€ BBIUMCINTEIb-
Hble Pecypchbl, KOTOpbIe He 3aKyMNaloTCs M He MPefoCTaB/ISIIOTCS B paMKax
KOPIOPaTUBHOTO yrpasieHust. Cioga BXOOAT JUYHbIE HOYTOYKM, CTapbie
[IK, cipsiTaHHbIE TI0J, CTOJIAMM, TIEPCOHAIbHbIE 0OIauHble TIOIICKY, TTep-
COHaJIbHbIe cepBepbl U T. [I. YTOObI 000TH KOHKYPEHTOB, HEKOTOPbIE KOP-
ropauum Aaxe CO34aI0T COBEPIIEHHO HOBble KOMITAHMM C 11e/1bI0 M30e3KaTh
OIOpOKpAaTUUECKUX ITPOBOJIOYEK, HAKOMMBIIMXCS 3a gecsitwietus. Ecaun
ueHTpasibHOe UT-nioapasaeneHe moCTaBisieT CUCTEMbBI, HE COOTBETCTBYIO-
mye OKUAAHUSIM pa3paboTYMKOB, TO pa3paboTunKu OYAyT CO3/1aBaTh CBOU
CUCTEMBI.

ConHeuHble UT-pecypcsl

Haunb6osnbiryio 3¢ GeKTUBHOCTD B CO3IaHUM COBPEMEHHOTO ITPOrpaMMHO-
ro obecrieueHusl TTOKa3bIBAIOT aBTOHOMHbIE KOMAaH/Ibl, MO JepK1BaeMble
naatgopmamu, KOTOpble He CHWKAIOT UX MPOAYKTUBHOCTb. ITU KOMaH/bI
00/1aA10T, €IV MOKHO TaK BbIPA3UTbCSI, UHMENLTeKMYanbHOll agmoHomuell;
T. €.y HUX eCTh AOCTYII K 110007 nHbopmanun, API, Al, SaaS, IaaS, PaaS, uc-
XOZHOMY Kopy, 6MOIMoTeKaM Wiy MHCTPyMeHTaM, HeOOXOIMMBbIM JIJISI BbI-
MOTHeHMsI paboTsl. OHM MOTYT OPTaHM30BaTh CBOIO pabOTy M OOIIATHCS, CO-
XPpaHsIs CTPOTyI0 KOHGUIEeHIINaTbHOCTh. CO CTpaTernueckoi TOUKYU 3peHust
aBTOHOMMSI — 3TO SIBHOE KOHKYPEHTHOe IpeuMyIiecTBo. OHa MOXKeT MoIIaT-
HYTb Ballle I0JIOKeHMe B lieHTpaibHOM U T-0Tesne, HO BCe He TaK CTPAIlIHO!

1 Kemm Woptpumsk (Kelly Shortridge) omy6nikosaia B cBoem 6/10re KpacHopeunByto cratbio (https://

oreil.ly/NCrp9) o Takom o6cTpyKIMOHM3ME 6€30MTaCHOCTH.


https://oreil.ly/NCrp9
https://oreil.ly/NCrp9
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ITon, TepmuHOM conHeuHvle UT-pecypcst (Sunshine IT) momgpasymeBaeTcst
o6rras rutatdgopma, ocHoBaHHas Ha API ¢ BBIXOAOM B MHTEPHET, MHPPACTPYK-
Type camoobCTykKMBaHMs U 6€30TIacHOI COBMECTHOI paboTe, MpefoCTaBs-
I0I[asi KOMaHIaM BO3MOKHOCTM TIPOSIBUTH cebst. Hapsimy ¢ Gu3Hec-Tpuio-
SKEHUSIMU CTEK TEXHOJIOTMIi obyieryaeT KoMaHaaM paboTy 6Garogapsi TaKUm
3/IeMeHTaM, Kak:

e IIPOTPAMMHO ompeesseMast HOPacTPyKTypa: OpMeHTHPOBaHHAsI Ha
MIPWIOKEHMsI/00JIaKo;

» yoayru mnatgopmbl: CI/CD Kaxk yoryra, KOHTefHepHbIe I1aT)OpPMbI;

» IuiaTdopma MHTerpauyuu: aucrerdepbl API/ITOTOKOBOI Iepegaum co-
OBITUIi / 0OMEeHa COOOIIEeHUSIMMA;

* TEeXHOJIOTUYECKUI MOHUTOPHMHI.

Takum o6pa3oM, BHepeHue COMHeUHbIX UT-pecypcoB BMeCTO aBTOHO-
MMM CIIOCOOCTBYET COTPYIHMUECTBY MEKIY KOMaHIaMM B OpraHu3aliuu, a
HEKOTOpbIe 6a30BbI€ 3JIEMEHTbBI MOTYT YCUIUTh aBTOHOMHbBIE KOMaH/IbI.

Hynesoe aosepue

Vnest Hynesozo dosepus (zero trust) — MOOHBIN TepMMH, IPUIYMaHHbI
skcreptom 1o 6esomacHoctu IkoHom KunmepBarom (John Kindervag),
KOTODbIN yTBEPXKIAeT, UTO TPaaUIMOHHAs MOAe/Ib 6€30MacHOCTY OCHOBbI-
BAaeTCs Ha yCTapeBlIeM MpPeAIio0oKeHUN: BCe BHYTPU CeTU OpraHM3aluu,
c ee 6acTMOHaAMM ¥ 6paHAMay3Ipamu, 3alIUILAIIIUMY ePUMETP, AOIKHO
M0JIb30BaThCs 6€30rOBOPOYHBIM AoBepueM. OFHAKO Takoe loBepyue O3Ha-
YyaeT OTCYTCTBMeE JIeTaJbHbIX 37IeMEeHTOB yIIpaBjieHMs 6e30TaCHOCThIO, B pe-
3yJIbTaTe, OKa3aBIIMCh B CETU, IT0JIb30BATEIN, B TOM YMCJIE U 37I0YMbIILLJIEH-
HUKM, MOTYT CBOOOJITHO TepeMellaTbCs B TOPM30HTATIbHOM HaIpaBIeHUMN,
MOJIy4aTh JOCTYI K KOHGUIEHUIMATbHBIM JaHHBIM MM U3BJIeKaTh UX. JTa
Moz e/b TIoTepsiia CBOIO aKTyaJIbHOCTD B 310Xy 00JIaUHbBIX ¥ KOHTETHEePHbBIX
TexHojorui. IIpomaBiibl IpeaaoKkaT BaM YIIpaBlieHMe UIeHTUdMKaLmei,
SIBHYIO IIPOBEPKY, aBTOMAaTMU3aL1I0, MMHUMAaJbHble TIPUBWIETUN U IPYTUE
MOZHbIE CJIOBEYKM, UTOOBI MOCTApaThCsl MPOAATH MOOO0JIbIlEe U TIOJOPOKE.
[IpocTo yKaxkuTe UM Ha 3Ty 1uTaty u3 Kunmepsara':

«OTIMUUTENBHON YepTOil HYJIEBOTO IOBepUS SIBsIETCS TpocTtoTa. Hu-
KaKoJ¥i T0/Tb30BaTe/b, MAKeT, CeTeBOi MHTepdeic U yCTPOICTBO He
IOJIKHBI TI0JIb30BaThCsI Ge3rpaHMYHBIM AoBepueM. Eciiu 3TO mpaBu-
710 cobmofaeTcs, TO 3al[ATa PeCypCOB CTAHOBUTCSI MPOCTOiL. UTOOBI
YMEHBIIUTb CI0KHOCTb Cpefbl KubOepbe30macHOCTM, OpTaHM3alun
MOTYT OTHABAaTh MPUOPUTET TEXHOIOTUSIM U MHCTPYyMeHTaM be3ormac-

L IDion Kundepsaz (John Kindervag). «The Hallmark of Zero Trust Is Simplicity». Wall Street Journal,
15 ampenst 2021 (https://oreil.ly/41KGi).


https://oreil.ly/41KGi
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HOCTU, TIOAAEPXKMUBAIOIIVM ITPOCTOTY, aBTOMATU3IUPYS ITIOBTOPAIOMINE-
Cs M BBITIOJTHAE€MbIE€ BPDYUHYIO 3ada4l, MHTETPUPYSA HECKOJIbKO MHCTPY-
MEHTOB ¥ CUCTeM 6e30ITaCHOCTU U YIIpaBJisid UMM, a TAK)KE€ aBTOMATU -
YeCKM YCTpaHAsd U3BECTHBIE YA3BUMOCT».

K HacrosiiemMy BpeMeHM IOSIBUJIIOCh HOBOE TOKOJIEHME MTPOrpaMMHOTO
obecrieyeHust IJ1sI CeTEBOV 6€30MacHOCTY, KOTOPbIM MOXKHO YIIPABJISITDH C
MTOMOIIIbIO TTPOCTHIX MPWIOKEHU. TU MTPOTPaMMHBbIE TTPOTYKTHI TO3BOJIS-
10T aAMMHUCTPATOPaM CO34aBaTh IPYIIITHI JOBEPEHHBIX MTOJIb30BaTENe, CH-
CTeMbI KOTOPBIX MOTYT MOJK/TIOYATHCS uepe3 HeHageXHble ceTr. OHM TIpej-
JIararoT TOJTHBI KOHTPOJIb 3a IOb30BATEISIMU M KPOCC-TIaThOpMeHHOe
mmdpoBaHue.

3aknroyeHue

V3HaTb 60JibIlle 06 aBTOMATHU3aLMM CETEBBIX YCTPOICTB € TOMOIIbI0O Ansible
MOXHO B cTaTbsix «Network Getting Started» (https://oreil.ly/JLMz6) 1 «Network
Advanced Topics» (https://oreil.ly/INvKm). XKeatouum rmosxkcriepMMeHTUPOBATh
MbI COBETYEM YCTAaHOBUTD POJIM U KOJUIeKIMM 13 pumepa 15.1. Takke mo-
cetuTe caiiT coBeToB Mozilla Foundation (https://oreil.ly/Vil3a).

ABTOMaTu3amus 6e30rmacHoCcT — 3To cdepa McHoab3oBaHus Ansible, o
KOTOPO¥ MOKHO HaIuCaTh LeJyI0 KHUTY, M HAM OYeHb IT0BE3J10, YTO KOMaH-
na Ansible ony6iKoBasia pyKOBOZACTBO «Security Automation» (https://oreil.ly/
JF7g6). B cnenyoniel rimase Mbl IPOAO/KUM TEMY aBTOMATHU3aLUM U PaCCMO-
TpuM npuMeHeHne Ansible myst opranmsanum Kouseitepa CI/CD.


https://oreil.ly/JLMz6
https://oreil.ly/1NvKm
https://oreil.ly/ViJ3a
https://oreil.ly/JF7g6
https://oreil.ly/JF7g6
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Cl/CD u Ansible

Ponu — 3TO OCHOBHbI€ KOMITOHEHTBI, MCIIOJIb3yeMble IJIs1 co3aaHus nHbpa-
cTpykTypbl Kak koma (Infrastructure as Code, IaC) ¢ momompbio Ansible.
OTHoIlIeHMe K CUCTeMHOMY aJiMUHUCTPUPOBAHMIO KaK K pa3paboTKe Ipo-
rpaMMHOTO obecriedeHusI U IpMMeHeHe MeToI0B pa3paboTky kK [aC — ogHa
13 OCHOB METOMOJIOTMM I'MOKOI pa3paboTku. TecTupys M3MeHeHUs B MPO-
IPaMMHBIX OKPYKEHMSIX M aBTOMATU3UPYs KOHTPOIb 32 M3MEHEHUSIMU,
MOYXHO YMEHBIIUTb KOJNYECTBO OIIMOOK, MOBBICUTH MPOLYKTUBHOCTH U
COKpaTUTh Tepuobl pocTos. OlleHnBasi KaueCTBO KOJa ¥ aBTOMATUYeCKA
BBITIOJTHSISI TECTBI B M30JIMPOBAHHBIX OKPYKeHMSIX, MOSKHO YCTPaHSITh OINO-
KJ Ha caMbIX paHHMX 3Tarax, A0 TOro, KaK OHY MTPOCOYATCS B MTPOMBIIIIEH-
HOe OKpYXeHMe.

B 3TOJt I1aBe omuMchIBaeTCsl, KAk HACTPOUTb OCHOBY CpeJlbl HeIpepbiB-
HOJ wMHTerpanum u HemnpepbiBHOM noctaBku (Continuous Integration/
Continuous Delivery, CI/CD) mporpaMMHOro obecrieueHusi, COCTOSIIIYIO 13
MPOKCU-CepBepa ILeHTPAIbHOIO PEero3UTOpUs ISl NBOMYHBIX (ailioB U
616IMOTEK, CUCTEMBI YIIpaBIeHMS UCXOAHBIM KOJOM, MHCTPYMEHTa KOHTPO-
JIs KayeCTBa KoJja M cepBepa HellpepbhIBHOI MHTerpaiuu. B npumepe, KoTo-
PbIit MbI PACCMOTPUM Jajiee, IpeiCTaBlIeHbl YeThbIpe BUPTYyaabHble MalllMHbI
¢ Sonatype Nexus3, Gitea, SonarQube u Jenkins. Jenkins MoskeT MCIT0/Ib30-
BaTh CrelyaJbHble KOMaHIbl U cileHapuyu Ansible uepe3 miarux Ansible.
ITnaruu Ansible Tower nyist Jenkins mo3BosisieT MOJIyIMThb JOCTYII K TIaTHOP-
Me aBToMartu3anum Ansible (M3BecTHOI Kak Tower) 1151 BHITOJTHEHMST pa3-
JIMYHBIX OIepalnii, TaKMX Kak 3aIycK 11a6JI0HOB 3aJaHuiA.

Henpepvoienaa uHmezpauyus

B 2006 rogy Maptun ®aynep (Martin Fowler) ormy6mKoBas BaXkKHYIO CTaThIO
0 HenpepbIBHOV MHTerpaiuu (https://oreil.ly/A03QV), OIIMCHIBAIOIILYIO YCIEIIHYIO
MPaKTUKY pa3paboTKy IIPOrpaMMHOT0 obecrieueHus CaeayiIyM 06pa3om:

«ITpakTMka pa3paboTKM MPOTrpaMMHOrO obecrieueHus, KOrga 4ieHbI
KOMAaH/Ibl JOCTATOUHO YaCTO MHTETrPUPYIOT Pe3yJbTaThl CBOETO TPyOa
(Hampumep, KaKAbIi MHTETPUPYET CBOJ KO, TI0 MEHbIIIeil Mepe exXe-


https://oreil.ly/AO3QV
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IHEBHO), TIPUBOAUT K BBITIONIHEHUIO GOJBIIOTO KOIMYECTBa MHTerpa-
LA B TeueHNe nHA. Kaxkgas mHTerpalus nposepsieTcss aBTOMaTU3Upo-
BaHHOIi COOPKO¥L (M TeCTMPOBaHMEM), YTOOBI KAK MOXKHO PaHbIlle 0OHA-
PYKUTD OIIMOKM MHTEerpauyuy. MHOTME KOMaHAbl CYUTAIOT, UTO TAKOM
MOJIXO/T 3HAUUTETBbHO COKpalaeT Mpo6sieMbl MHTETpaIUK U O3BOJISIET
KOMaH/ie 6bIcTpee pa3pabaTbIBaTh IPOrpaMMHOe ObecIieueHyer.

OTU MeTOAbl YaCTO He3aMeHMMbI, KOTrJa TpebyeTcs JOCTaB/sATh ITPOrpam-
MHOe obecrieueHyre HaZeXHbIM M BOCITPOU3BOAMMBIM criocobom. Kak BbI-
paswics dDaynep, «KaXKIOblii MOMKEH MMEeTb BO3MOXHOCTb ITOAK/ITIOUUTD
IeBCTBEHHO YMCTYIO MAIIMHY, IPOBEPUTh UCXOOHBIN KO, 13 PErO3UTOPUSI,
BBITIOJIHUTD €AVHCTBEHHYI0 KOMaH/Iy ¥ TIOMYYUTb paboTaoIIyI0 CUCTEMY Ha
CBO€Ji MalllHe».

B HacTosiee BpeMs IOSIBUJINCH elife Oojiee cepbe3HbIe ITPo0ieMbl: 60JIb-
IIMHCTBO COBPEMEHHBIX CUCTEM HACTOJbKO CJIOXKHBI, YTO JAJISI paboThl UM
TpebyeTcst HeCKOJIBKO MallliH, a UX MHPaCcTPyKTypa, yIipaBaeHne KOHPU-
rypaiuei, cucTeMHble omepalyiu, obecrieueHne 6e30MacHOCTY U COOTBET-
CTBUSI CTaHAAPTAM YaCTO HAXOMASITCS 8 Kode.

Pa3paboTunKy XpaHST BeCh 3TOT KOJ, B CHCTeMe yIIpaBaeHNsI BepCUSIMU U
BBITIOTHSIIOT pa3/IMyHble 33/1a4y Ha cepBepax MHTerpauuu, 6iarogaps uemy
MMeIOT BO3MOKHOCTb ITPOTECTUPOBATh 3TOT KOZ, 1 6€30MacHO COXPAaHUTh B
pero3uTopum, 4YTo6bl pa3BepHYTh €ro, Korjaa Bce O6yeT TOTOBO K BBIMYCKY.
[Tpotiie ToBOPSI, BCE 9TO sKeIaTeTbHO aBTOMATU3MPOBATbD.

dneMeHTbl CUCTEMbI HEMpPepbIBHOM UHTErpaLmUK

XpaHeHMe BCero HeoOXoaMMOro B cucTeMe yrpasiaeHus: Bepcusvu (Ver-
sion Control System, VCS) siBsieTcsl BasKHBIM YCJIOBMEM IJIS1 HEITPEPhIBHOIA
munTterpauuu (CI). CymecrByet nBa tuma VCS: A1 TEKCTOBBIX JAHHBIX, TAKUX
KaK MCXOMHBIN KO/, JIF0O0T0 TUIIa, ¥ XpaHWInIna apTedakToB /I ABOMUHBIX
IAHHBIX, TAKMX KaK ITaKeThl TPOrPaMMHOTO 0OecIieueHust JIIo60ro TUIa.

PenosuTtopuii apredakros

CaMbIMM MTOMY/SIPHBIMU XpaHUIUILAMU apTedaKkTOB SIBISIOTCS, TOXKAIYHA,
JFrog Artifactory u Sonatype Nexus. [Ipumep kopa, mpuaaraeMmslii K 3TOii
KHMTe, pa3BepThiBaeT Nexus Kak Ipokcy st 6ubamorek Python. Nexus —
9TO IIporpamMmMa Ha Java, 1 IS ee pa3BepThIBaHMS JOCTAaTOYHO OUYeHb I1PO-
CTOTO CLIeHapys:

#!/usr/bin/env ansible-playbook
- name: Artefact Repository
hosts: nexus
become: true
roles:
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- role: java
tags: java
- role: nexus
tags: nexus

Y Hac ecTb peecTp C TPYIIIO Mo Ha3BaHMEM nexus M COOTBETCTBYIOIMM
cepBepoM B Heii. [IJist 3TOro MpoeKTa Bbl MOKETE CO3AATh PEECTP C YEThIPbMSI
cepBepaMM 10 CBOEMY BbIOOPY; OH MHOTOpPa30BbIit. Poiy ycTaHaBIMBAIOTCS
u3 Ansible Galaxy c momoribto daiina roles/requirements.yml:

roles:

- src: ansible-thoteam.nexus3-oss
name: nexus

- src: geerlingguy.java
name: java

Hanee coszmagum group_vars/nexus. [Ijs1 3TOro npuMepa Mbl ONpenennin
MpoCThbie KOHGUTYpaAIMOHHbIE TapaMeTphbl, Kak TOKa3aHO HIKe:

nexus_config_pypi: true
nexus_config_docker: true
nexus_admin_password: 'changeme'
Nexus_anonymous_access: true
nexus_public_hostname: "{{ ansible_fqdn }}"
nexus_public_scheme: http
httpd_setup_enable: false

Nexus MMeeT MHOKeCTBO KOHQUTYPAIIMOHHBIX TTAPaMeTPOB U MOAAE PXKI-
BaeT ClieHapUM.

Gitea

[lyig yripaB/ieHusT BEPCUSIMUM MCXOTHOTO KOJia B HACTOsIIee BpeMsl Hanbo-
Jiee MIMPOKO ucronab3yeTcs Git. B uncie n3BeCTHBIX PEIIO3UTOPUEB, UCTIONb-
3YIOIIMX 3Ty CUCTEMY, MOKHO Ha3BaTh GitHub (https://github.com/), Atlassian Bit-
Bucket (https://bitbucket.org/) 11 GitLab ([https://gitlab.com/] C OTKPBITBIM UCXOLHbBIM
KozmoMm). B kopriopaTuBHOi1 cpene BitBucket 06b14HO MCITIONb3yeTCS B KOMOM-
HalUM C APYyrMMU MHCTpymMmeHTamu Atlassian, Takumu kak Confluence u Jira.
GitHub u GitLab mpepnaraioT KopropaTuBHbIe pellleHIsI M KOHKYPUPYIOT 10
Habopy Bo3MoOskHOCTel. Ecyii BbI permTe «pa3BepHYTh CBOV PEITO3UTOPUIA
Git», To 0OpaTuTe BHMMaHMe Ha 0b6jeryeHHylo Bepcuio — Gitea, pereHue ¢
OTKPbITHIM MCXOIHBIM KOZOM, MMelolllee TT0/Ib30BaTe/IbCKuit MHTepdeiic, o-
mo6HbIi Github, ¥ XOpoIIIO CTPYKTYPUPOBAHHbINA, pa3BUThI API.

HagaiiTe co3maaum IPyIIy ¢ UMEeHEM git B HallleM peecTpe U ClieHapui
Ansible g5t pasBeptbeiBaHus Gitea ¢ cucTeMoii yripaBieHus: 6a3aMy JaHHBIX
MySQL Ha ogHOM XOCTe:


https://github.com/
https://bitbucket.org/
https://gitlab.com/
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- name: Git Server
hosts: git
become: true
collections:
- community.mysql
roles:
- role: mysql
tags: mysql
- role: gitea
tags: gitea

Komnexumst 1 ponu ycraHaBiauBawoTcst 13 Ansible Galaxy ¢ momoripio cie-
IVIOIIVX CTPOK B roles/requirements.yml:

collections:
- community.mysql
roles:
- src: doljlr.gitea
name: gitea

- src: dotjlr.mysql
name: mysql

B group_vars/git onipenenena KoHurypaius aist 6a3sl JaHHbIX U Gitea:

# https://github.com/roles-ansible/ansible_role_gitea
gitea_db_host: '127.0.0.1:3306'

gitea_db_name: 'gitea’

gitea_db_type: 'mysql’

gitea_db_password: "YourOwnPasswordIsBetter"
gitea_require_signin: false

gitea_fqdn: "{{ ansible_fqdn }}"

gitea_http_listen: '0.0.0.0'

gitea_http_port: '3000'

# https://github.com/roles-ansible/ansible_role_mysql
mysql_bind_address: '127.0.0.1'
mysql_root_password: '' # Hebe3onacHo
mysql_user_home: /home/vagrant
mysql_user_name: vagrant
mysql_user_password: vagrant
mysql_databases:

- name: 'gitea'

mysql_users:

- name: "{{ gitea_db_name }}"
password: "{{ gitea_db_password }}"
priv: "{{ gitea_db_name }}.*:ALL"
state: present
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OTa KoHGUTypalusl — JIUIIb YIIPOIIeHHbIVi BapMaHT ycTaHOBKM Gitea; ee
MOYKHO PacUIMPUTh U AOTIOJHUTD 60Jiee CIOKHBIMM HACTPOIKAMM.

KauecTtBo Kopa

PaspaboTunMkaM HY)XHbI MHCTPYMEHTBHI ITPOBEPKM KauyecTBa MpPOrpam-
MHOTO obecrieueHusl. JIOTIOTHUTETbHbIE MHCTPYMEHTBI HYKHBI TaKKe JIJIsI
OIIeHKV TEeXHUYECKOTO JIO0/ITa U BbIIBIeHUs Mpobiem GesomacHocTu. st
9TOJ 1IeJIM MOKHO MCITO/b30BaTh SonarSource SonarQube — rporpamMMHoe
obecrieyeHne ¢ OTKPBITHIM MCXOAHBIM KOIOM. BOT ciieHapmii, ycraHaBAMBa-
foiuit SonarQube:

- name: Code Quality
hosts: sonar
become: true
collections:

- community.postgres
roles:
- role: utils
- role: java
- role: postgres
tags: postgres
- role: sonarqube

Konmnexumst 1 ponu ycraHaBiauBawoTcs 13 Ansible Galaxy ¢ momoripio cie-
IYIOIIVX CTPOK B roles/requirements.yml:

collections:
- community.postgresql

roles:

- src: dockpack.base_utils
name: utils

- src: geerlingguy.java
name: java

- src: lrk.sonarqube
name: sonarqube

- src: robertdebock.postgres
name: postgres

B group_vars/sonar onipepneneHa KkoHurypaius st 6a3bl JaHHBIX U UH-
crpymeHTa SonarQube, n3BecTHOro Kak Sonar, a Takyke HE00XOIMIMbIe ITaKe-
ThIl. BO3MOKHOCTM Sonar MOKHO pacCIIMPUTh C ITOMOIIbIO IIarMHOB. CyIecT-
BYeT IUIaruH [IJIs1 3alyCKa ansible-1lint, KOTOPBI MOKET OUe€Hb MPUTOAUTHCS
B MPOEKTax, UCMOb3ylouMx Ansible 1 MCXOMHBIN KOM Ha APYTUX SI3bIKAX.
SonarQube - 3TO mMporpamMMma Ha Java, HO OHa IOAAEpPKMBAET MHOXKECTBO
SI3BIKOB MTporpamMmmMmupoBanys. OHa peKpacHO MHTerpupyeTcs ¢ 6a30ii JaH-
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HbIX Postgres; ogHaKo Jis CO3aHMs IT0/Ib30BaTesIeli He0OXOaMMO YCTaHO-
BUTb HECKOJIbKO JTOTIOTHUTEbHBIX MTAKeTOB, YTOOBI CO3/1aTh 6a3y HaHHBIX
st 6ubamoTek Python. Huske mokasaH MMHMMYM, UTO BaM ITOHAI00UTCS :

base utils:
- gcc
- make
- python36-devel
- unzip
java_packages:
- java-11-openjdk-devel

Cepsep Ci

B 3aBMCUMMOCTY OT ITpUMEHSIeMbIX METOA0B YIIPaBJIeHMS MUCXOAHBIM KOAOM
MOKeT ITOHAJ00MUThCS, YTOOBI Balll COOCTBEHHbIN cepBep COOPKYM BBIITOIHSIT
HEKOTOphIe 3a7auy aBToMatnuecku. B GitHub mjist aToit nenu ects Actions,
a B GitLab — Runners, aBTomaTuuecky 3amycKaolue 3aaun B KOHTeliHe-
pax. O6a BapuaHTa AOCTYITHbI KaK B 00/1aKe, TaK 1 JIOKAIbHO, C PA3JIMIHBIMU
KoMMepueckumu Tapudamu. Kak BapuaHT, MOXXHO 3alyCTUTb CBO¥ cepBep
CI, Hanipumep, ¢ ucrionb3oBannem TeamCity, Atlassian Bamboo mau Jenkins.

Jenkins

Jenkins - aTo me-daxrto cranmaptHbiit cepBep CI, mporpamma Ha Java,
KOTOpasi JIerKO HacTpamMBaeTCs IMOJ pa3Hble HYXAbI C MOMOUIbIO IJIaru-
HOB. CpeAy HUX eCThb HECKOJbKO IJIaTMHOB AJis1 pPaboThl C CUCTEMaMMu
Git, Brirouas Gitea, GitHub u BitBucket. Takske mOCTYITHBI TIJIaTVMHBI JJIsI
Ansible u Ansible Tower.

OmHako Oj1s CUCTEMHBIX aJMUHUCTPATOPOB HAcTpoiika Jenkins mosroe
BpeMsI OCTaBajlaCh TPYOOEMKOI 3ajiaueli, BbIIIOJHSIEMON BPYUYHYIO, BKIIIO-
YyaIleil yCTaHOBKY 3aBMCMMOCTEN, 3aITyCK M HACTPOIKy cepBepa Jenkins,
orpeneneHne KOHBeepOB U HACTPOVKY 3aaHuii. V3auiiiHe TOBOPUTD, UTO
BCe 3TO AO/IKHO OBITh MAaKCHMMaJIbHO aBTOMAaTU3MPOBaHO.

MpbI co3any rpymiITy jenkins B HallleM peectpe u ciieHapuy Ansible st pas-
BepThIBaHMS Jenkins, ucIonb30BaB posu, HanmvcaHHble [Ixkeddom lepamH-
rom (aBTopom KHUTK «Ansible for DevOps» 1 BiagenblieM y4eTHO 3ammcu
@geerlingguy Ha Ansible Galaxy u GitHub):

- name: (I Server
hosts: jenkins
become: true
roles:

- role: epel
tags: epel
- role: utils
tags: utils
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- role: java

- role: docker
tags: docker

- role: jenkins
tags: jenkins

- role: configuration
tags: qa

BonbiiMHCTBO poseit ycraHaBiauBaeTcs: 3 Ansible Galaxy ¢ momoiipio

C/IeAYIOIINX CTPOK B roles/requirements.yml:

roles:

- src: dockpack.base_utils
- src: geerlingguy.repo-epel

- src: geerlingguy.docker

name: utils
name: epel

name: docker

- src: geerlingguy.java

- src: geerlingguy.jenkins

name: java

name: jenkins

B group vars/jenkins onipeneneHa 6a3oBast KOHQUTypaIus 115 IIarMHOB U

HECKOJIbKUX MHCTPYMEHTOB!

jenk

ins_plugins:
ansible

- ansible-tower

- ansicolor

- configuration-as-code
- docker

- docker-build-step

- docker-workflow

- git

- gitea

- job-dsl

- pipeline-build-step
- pipeline-rest-api

- pipeline-stage-view
- sonar

- timestamps

base

ws-cleanup
utils:

- unzip

git
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docker_users:
- jenkins
- vagrant

ITOT KO, YCTaHaBJ/IMBaeT Docker u rosBosnsieT ]enkins €ro MCII0JIb30BaThb.

Jenkins u Ansible

VcraHOBKa I1arnHoB 111 Ansible 1 Ansible Tower mo6aBJisieT TOIbKO ap-
XMBBI Java C pacimpeHueM .jpi, mosatromy Python u Ansible Bam mpumercs
yCTaHaBJIMBATh CAMOCTOSITEJIbHO. BapaHTOB yCTaHOBKYM MHOT'O, HO JIJIsSI 9TO-
ro mpuMepa MPOCTO CO3TaaAUM POJIb AJig Jenkins ¥ MpOTeCTUPYEM C ee I0-
MOII[bI0 HEKOTOPbIE POJIN.

KoHpurypauus Jenkins kak kopa,

Ecu Bbl yOesKIeHHBIN CTOPOHHUK Ml yIpaBiieHus KOHOUTYpaLuysIMu,
TO BbI HaBE€pHSIKA MTPEIIIOUTEeTe aBTOMAaTU3MPOBATh HACTPOIIKY Jenkins. [I1st
aToro npexycMotpeH API, KOTOPBI UCTIONB3YEeTCS B PO geerlingguy. jenkins,
MMEIONIMII TaKue MeTO[bl, Kak get_url 1 uri. BHyTpeHHe Jenkins HacTpau-
BaeTCsl TIPeUMYIeCTBEHHO C MCHOAb30BaHMeM XML-¢aiiioB, OGHAKO MbI
MOYKeM MCITOIb30BaTh psif, Moaysieit Ansible, mepeuncieHHbIx B Tab1. 22.1.

Ta6bnuua 22.1. Mopynu Ansible pns HacTpoiku Jenkins

Moaynb HasHaueHnue
jenkins_job YnpasneHwue 3agaHuamu Jenkins
jenkins_job_facts MonyyeHne MHGopmaumm o 3agaHusax Jenkins
jenkins_job_info MonyyeHne MHGopmaumm o 3agaHusx Jenkins
jenkins_plugin [ob6asneHue u ynaneHue nnarnuHoB Jenkins
jenkins_script BbinonHeHwue cueHapusa Groovy Ha 3k3emnnspe Jenkins

Groovy — 3TO s3bIK clleHapueB JVM, KOTOPbBIV UCIIOAb3YyeTCSI BHYTPU
Jenkins.

Jenkins Tak:ke MOSKHO MCIIO/Ib30BaTh M3 KOMaHIHOV CTPOKM IIPU YCIOBUN,
YTO BBI 3arpy3wim jar-daiir us API:

- name: Get Jenkins CLI for automation

get_url:
url: "http://127.0.0.1:8080/jnlpJars/jenkins-cli.jar"
dest: /var/lib/jenkins/jenkins-cli.jar
mode: '0755'
timeout: 300

retries: 3

delay: 10
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IlJ1s1 CIIOSKHOM cMCcTeMbl aBTOMAaTMU3aluu, Takoi Kak Jenkins, ciemyeT uc-
1mosib30BaTh Ansible Kak MOXHO MeHbIlle, UTOOBI OHA YIIpaBJIsIach Cama.
[lnaruH configuration-as-code (casc) ucronab3yeT daitm YAML [ HacTpoyiku
pasaMUHBIX 37IeMeHTOB Jenkins. Jenkins MoXeT caM yCTaHOBUTb HEKOTOpPbIE
MHCTPYMEHTbI, UCII0/Ib3Ys 3TOT KOHMUTypalMoHHblit daiin Ha YAML, koTto-
PbIii MBI YCTAHABJIMBAEM C ITIOMOIILIO MOIYJIS template:

tool:
ansibleInstallation:
installations:
- home: "/usr/local/bin"
name: "ansible"
git:
installations:
- home: "git"
name: "Default"
jdk:
installations:
- properties:
- installSource:
installers:
- jdkInstaller:
acceptlicense: true
id: "jdk-8u221-oth-JPR"
maven:
installations:
- name: "Maven3"
properties:
- installSource:
installers:
- maven:
id: "3.8.4"
mavenGlobalConfig:
globalSettingsProvider: "standard"
settingsProvider: "standard"
sonarRunnerInstallation:
installations:
- name: "SonarScanner"
properties:
- installSource:
installers:
- sonarRunnerInstaller:
id: "4.6.2.2472"

OH noaJepskuBaeT He BCe MHCTPYMEHTHI, TO3TOMY Mbl ycTaHOBMIN Git ¢
IIOMOIIBIO pOu utils.
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[7TaBHOE MpeuMYyIIecTBO 3TOro MeTonaa — Jenkins OymeT ycTaHaBIMBaTh
MHCTPYMEHTHI 110 3aIIPOCY Ha TeX areHTaX COOPKM, KOTOpbIe B HUX HYK/a-
10TCSs1. (A2eHmbl COOpKU — ITO TOTIOMHUTENIbHBIE CepBepbl, obaBsieMble C
yBeJIMueHeM Harpysku.) Huske mokasaHo, Kak HacTpouTh Jenkins ¢ momo-
mbio ¢aitnoB YAML. O6paTtuTte BHMMaHKe, 4To Jenkins Heo6XoamMmMo repe-
3aMyCTUTH C JOTIOJIHUTEIBHBIM ITapaMeTpPOM Java, KOTOPBI COOOLIUT, Iae
HaTU 3T daitibl:

- name: Ensure casc_configs directory exists
file:
path: "{{ casc_configs }}"
state: directory
owner: jenkins
group: root
mode: '0750'

- name: Create Jenkins jobs configuration
template:
src: jenkins.yaml.j2
dest: "{{ casc_configs }}/jenkins.yaml"
owner: jenkins
group: root
mode: '0440'

- name: Enable configuration as code
Lineinfile:
dest: /etc/sysconfig/jenkins
regexp: 'AJENKINS_JAVA OPTIONS='
line:>-
JENKINS_JAVA_OPTIONS="-Djava.awt.headless=true
-Djenkins.install.runSetuphizard=false
-Dcasc. jenkins.config={{ casc_configs }}"
state: present
mode: '0600'
notify: Restart Jenkins

- name: Flush handlers
meta: flush_handlers

- name: Wait for Jenkins
wait_for:
port: 8080
state: started
delay: 10
timeout: 600
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Coxpanute @aitn YAML B katanore /var/lib/jenkins/casc_configs u Ha-
CTpOiiTe TapameTp Java Dcasc.jenkins.config=/var/lib/jenkins/casc_configs. OH
coobmuT Jenkins, rae MckaTh KOHGUTYpaLuIO.

KoHdurypaumum 3apanuii Jenkins Kak Ko,

[TIpy HeoOXOOMMOCTM C MOMOIIbIO TmarMHa job-dsl (https://oreil.ly/AXKGW)
MOXXHO peayin30BaTh JOMOJTHUTEIbHBI YPOBEHb aBTOMATU3alNM. BOT 4TO
00 3TOM rOBOPUTCS B JOKYMeHTaLuu ruiaruHa Jenkins (https://oreil.ly/QuRE):

«Jenkins — 3aMeuaTesibHas CUCTEMA YIIPaBIeHMSI COOPKOi, U MHOTUM
HPaBUTCS HACTPaMBaTh ee 3aJlaHMsI C IOMOIIbIO ee TI0JIb30BaTeIbCKOTO
uHTepdeiica. K cokaneHnio, C pocTOM YMC/Ia 3aJaHNUi ITOI1ePsKUBATh
MX CTAHOBUTCSI yTOMUTEIBHO, U TTapaurMa UCI0Ib30BaHMSI MTOTb30-
BaTeIbCKOTO MHTepdeiica okasbIiBaeTcsl B mpourpsiire. Kpome toro,
B 9TOJ CUTYyaIlMM UCIIONb3YEeTCS] TUITMYHBIN Ia6JIOH — KOMMPOBaHME
3afaHMUi ST CO3AaHMsT HOBbIX. HO 9TU "TOTOMKIM" MMEIOT MPUBBIUKY
OTKJIOHSITBCSI OT CBOET0 ITEPBOHAYAIbHOTO "1I1abJIOHA", YTO 3aTPyIHSIET
roAiepskaHye COrJIaCOBAaHHOCTY MEXY 3aJaHUSIMMA.

[Lnaruu Job DSL mibiTaeTcst pemnThb 3Ty Mpobaemy, O3BOJISISI oTpee-
JIITD 3aJIaHMSI TPOTPAMMHO B yoobounTaemoM daiine. K cuacTbio, 4To-
ObI HamMCaThb TaKoi daii, He 00s13aTeNIbHO OBITH 9KCITEPTOM B Jenkins,
TOTOMY UTO KOHGUTrypaluio 13 Beb-mHTepdeiica jerko mnpeobpaso-
BaTh B KOJI».

I[Ipoie roBopsi, BbI MOXKETE CO3aBaTh 3amaHus Jenkins, OCHOBaHHbIE Ha
HavaJIbHbBIX 3adaHusIX. UToObI HACTpOUTH Jenkins Ajst 3TOro, mob6aBbTe HO-
MOJIHMTEIbHBIN OJIOK B 11a06JI0H casc Ha YAML:

jobs:
- file: /home/jenkins/jobs.groovy

Tenepb HYKHO omnucaTh 3afaHus B daityie Groovy. Kak 3HaToku Ansible,
MbI MCITO/Ib3YeM IIA6JI0H Jinja2 — jobs.groovy. j2:

{% for repo in git_repositories %}
pipelineJob('{{ repo }}') {
triggers {
scm !
}
definition {
cpsSem {
scm {
git {
remote {
} url('https://{{ gqit_host }}/{{ git_path }}/{{ repo }}.qit")


https://oreil.ly/AXKGW
https://oreil.ly/QuJRE
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}
}
scriptPath('Jenkinsfile')
}
}

}
{% endfor %}

st aTOrO 1a6yoHa HEO6XOILI/IMO OIIpene/inTb CIeayroliye rIepeMeHHbIE!:

git_host: github.com
git_path: ansiblebook
git_repositories:

- ansible_role_ssh

- ansible_role_ansible

- ansible_role_web

Tereps daiin jobs.groovy ycTaHOB/IEH. BbI MOXKeTe MCITOb30BaTh MOY/Ib
command [IJI1 aKTUBALUMM 3aaHUI C TIOMOLIBIO jenkins-cli.jar, MHCTPYMeHTA
KOMaHIHO cTpoku Java as Jenkins:

- name: Create Job DSL plugin seed job
template:
src: jobs.groovy.j2
dest: /home/jenkins/jobs.groovy
owner: jenkins
mode: '0750'

- name: Activate jobs configuration with Jenkins CLI
command: |
java -jar jenkins-cli.jar \
-s http://127.0.0.1:8080/ \
-auth admin:{{ jenkins_admin_password }} \
reload-jcasc-configuration
changed_when: true
args:
chdir: /var/lib/jenkins

3anyck Cl ang poneii Ansible

Molecule (paccmatpuBaeTtcst B riaBe 14) — OTIMYHBIN (PeiiMBOPK IJIsI
OILleHKM KauvecTBa posneit Ansible. UToO6bI aBTOMaTU3MPOBATH 3ajlaHUE
Jenkins, mo6aBbTe ciieHapuit Ha Groovy B KOPHEBO KaTajor KaXXIoro pe-
MO3UTOPHUS C UCXOOHBIM KOZOM, JJIs TIPOBEPKM KOTOPOrO Ipenrnoiaraet-
Cs1 MUCIMONb30BaTh Jenkins. DTOT clleHapuit MOKeH Ha3bIBaThCS Jenkinsfile.
B Hamem rpumepe Jenkinsfile orpemesnsieT aTamsl Jenkins st Kaxkmoro srara
Molecule:



HenpepbiBHas UHTErpaums

pipeline {
agent any
options {
disableConcurrentBuilds()
ansiColor('vga')
}
triggers {
pOLLSCM 'H/15 * * * !
cron 'HH* *
}
stages {
stage ("Build Environment") {
steps {
sh '"!
source fusr/local/bin/activate
python -V
ansible --version
molecule --version

}
}
stage ("Syntax") {
steps {
sh '(source /usr/local/bin/activate && molecule syntax)'
}
}
stage ("Linting") {
steps {
sh '(source /usr/local/bin/activate && molecule lint)'
}
}
stage ("Playbook") {
steps {
sh '(source [usr/local/bin/activate && molecule converge)'

stage ("Verification") {
steps {
sh '(source /usr/local/bin/activate && molecule verify)'

}

stage ("Idempotency") {
steps {
sh '(source /usr/local/bin/activate && molecule idempotence)'
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OmpenesieHe 3TUX 3TAIIOB ITO3BOJISIET CIEAUTD 32 X BHITIOJTHEHMEM B VH-
tepdeiice Jenkins (puc. 22.1).

Dashboard * ansible_role_ssh »

4 Back to Dashboard ) i .
Pipeline ansible_role_ssh
| Q, status
/' Add description

= Changes
s

£ Build Now ‘
=22 Recent Changes
¢ configure =
Delete Pipeline i
e » Stage View
O, Full Stage View .
Declarative: Build
- q— Checkout o ent  SYMtax  Linting  Playbook Verification  Idempotency
L scm
Pipeline Syntax .
@ Pieeliessy Average stage times: 707ms 1s s 1s 15 245 185
N (Average full run time: ~2min ™ - — — —
[Z] it Poliing Log -
2]
Junia5; m 591ms s 1s 1s 56s 40s 54s
(,;,\ Build History trend A 16:10
Q Filter builds.
U1 642ms 1s 1s 1s 53s 33s 665ms
mmit
Q@#3 Jun 15, 2022, 2:10 PM isios I
failed|
®# Jun 15, 2022, 2:08 PM
" Jun 15 No |
®@m Jun 15, 2022, 1:57 PM e |Chanaee 890ms 1s 1s 1s 14s 22ms 29ms
) Atom feed for all ) Atom feed for failures failed| failed| failed|

Puc. 22.1. Kongeviep Jenkins gna ponu Ansible

@aiinel Jenkinsfile mommepskuBaloT Maccy BO3MOXKHOCTe. Boiliie rpuBe-
IleH JIMIIb TIPOCTOI NpPUMep KOHBeepa 3aJaHuii, TOUHO COOTBETCTBYIOIINX
stanam Molecule, Ho B HeM He pea/iM30BaHbl ApyTye 3a7aun. [JOTTOTHUTEb-
Hyl0 MHGOpMalMI0 0 KOHBeliepaxX Bbl HalijieTe B JOKyMeHTauuu Jenkins
(https://oreil.ly/YOt04).

O6kamka

BonbUIMHCTBO OopraHmsaiuii, pa3pabaThIBalOUMX MPOTpaMMHOe obecrie-
yeHMe, UMEKT IIJIaH 00KaTku. ITom 06KaTKoi IompasyMeBaeTcsl 3aITyCK
OTIeIbHBIX OKPYKeHUIA [IJIST pPa3HbIX 1ieJieil B SKU3HEHHOM IIMKJIe ITPOorpam-
MHOro obecrieueHusi. Bbl pazpabaTsiBaeTe IporpaMMHOe obecrieueHne Ha
BUPTYaJbHOM paboueMm CToJie, a IPOrpaMMHOe obecrieueHre co3/aeTcs B
cpenie pa3paboTKM, TECTUPYETCSI B TECTOBOI CpeJie, 3aTeM pa3BepThIBAeTCS
IJIST <IIPUEMKM» ¥ B KOHEYHOM MTOTe B IPOMBIIIJIEHHOM OKpyskeHuu. Cre-
JIaTh BCe 3TO MOXKHO pa3HbIMMU CIIOCOOaMU, HO B 1I€JIOM 3KeJaTelbHO, YTO-
65l IMPO6IEMbI 0OHAPYKMBATMCH KaK MOKHO paHbIile. XOpoIeil mpakTUKOi
CUMTAETCS MCIIO/Ib30BaHME pas3fe/leHuss CeTU M 3JIeMEHTOB YIIpaBJIeHUS
6e30MacHOCTHI0, TAKMX KaK 6paHIMayspbl, JOCTYIIOM U pe3epBMPOBAHMEM.
Ha puc. 22.2 mokasaHbl Takye IMPOMEKYTOUHbIE OKPYKEHMS.

BaszoBas HacTpoitka 06BIYHO OBICTPO YCIOXKHSIETCsI, HO Jenkins 1 oco6eH-
HO areHThI Jenkins, orpaHMYeHHbIE TAKUMMU OKPYKEHUSIMM, MOTYT TIOMOYb
aBTOMAaTM3UPOBATh MPOLIECC 0OKATKY JOCTATOYHO 6e30IaCHBIM CITIOCOO0OM.


https://oreil.ly/YOtO4
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Puc. 22.2. PaznnyHble OKpy>KeHust 06KaTKu

lMnazuH Ansible

Inaruu Ansible mig Jenkins co3maeTr Ionab30BaTeIbCKUil MHTEpdeiic ajis
arara c6opku B 3amaHum Jenkins. Eciu pemmmre 1cnonb30BaTh KOHBeliep-
Hoe 3agaHue ¢ (daiiom Jenkinsfile, To cmoykeTe KcCI0NIb30BaTh (YParMeHr,
Mom06HBIN TTPeACTaBIeHHOMY HIKe, IS 3aITycKa CIleHapusl Kak Tara Ba-
1I1ero KOHBejiepa:

ansiblePlaybook become: true, colorized: true, credentialsId: 'Machines',
disableHostKeyChecking: true, installation: 'ansible', inventory:
'inventory/hosts', limit: 'webservers', playbook: 'playbooks/playbook.yml',
tags: 'ssh', vaultCredentialsId: 'ANSIBLE_VAULT PASSWORD'

Hcronb3yiite Snippet Generator sl MapaMeTpu3aluy 3Tara COOPKU
(puc. 22.3).
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Dashboard * ansible_role_ssh * Pipeline Syntax

# Back
2 Overview
% snippet Generator
This Snippet Generator will help you learn the Pipeline Script code which can be used to define various steps.
ﬁt Declarative Directive Generator Pick a step you are interested in from the list, configure it, click Generate Pipeline Script, and you will see a
Pipeline Script statement that would call the step with that configuration. You may copy and paste the whole
@ Declarative Online Documentation statement into your script, or pick up just the options you care about. (Most parameters are optional and can be

omitted in your script, leaving them at default values.)
@ Steps Reference

Steps
@ Global Variables Reference

Sample Step
@ Online Documentation

ansiblePlaybook: Invoke an ansible playbook v

@ Examples Reference © ansiblePlaybook )
@ IntelliJ IDEA GDSL i Ansible tool

i | ansible v

| Playbook file path in workspace

i | playbooks/playbook.ymi

| Inventory file path in workspace

! | inventory/hosts

| SSH connection credentials

ssh-key v ‘ =Add ~

! Vault credentials

i | ansible-vault v || e=ada~
| B Use become

| Bacome usemame

i | root

! O Use sudo (deprecated)

| Sudo username (deprecated)

i | root

| Host subset

webservers
| Tags
i Tags to skip
Puc. 22.3. Jenkins Snippet Generator gns npuMeHeHus
cueHapusa Ansible Ha aTane cbopku

[IpeumyiecTBaMM MUCITOAb30BaHMs Jenkins 77151 3aITycKa ClieHapueB SIBJIS -
I0TCSI LIeHTpaaM3alus ¥ sKypHaJupoBaHye. ITO eCTeCTBeHHOe pellleHue IJ1si
KOMaH/I pa3paboTuMKOB, KOTOPbIE Y)Ke 3HAIOT M MCIIONb3YIOT Jenkins. An-
sible goyskeH MpuUcyTCcTBOBaTh Ha cepBepe Jenkins minu Ha areHTax Jenkins,
KOTOpbIE OYIYT BBITIOJHSTD 3aJaHMS.

lMnaz2uH Ansible Tower

Ecsi BbI aBTOMAaTH3MpYyeTe MPOU3BOACTBEHHYIO CPE/Ty BAIIero MpeaIpusTHsI
¢ nomoibio Ansible Automation Controller (cm. rmaBy 23), TO BaM HaBep-
HsIKa oHamo6mTcsa miaarnd Ansible Tower. Ansible Automation Controller
obecrieunBaeT Jyuliiee MacIiTabupoBaHye Kak M0 KOJIMYECTBY KOMaHI, KO-
TOpPBIE MOTYT €r0 MCIT0JIb30BaTh, TAK ¥ 10 YIIPABJIEHMIO JOCTYIIOM Ha OCHOBE
poneii. Ansible Automation Controller Takke nmeeT 6osbiiie GyHKIMIT 6Ge3-
oracHocTH, yeM Jenkins.
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YTOo6bI OTHENMNTh 3a[auM BHYTPEHHEr0 KOHTPOJISI, B OPTaHM3AIUSAX YaCTO
CO3[IAI0TCSI OKPY>KEHUST 0OKATKY ¥ OTPAHMUYMBAETCS JOCTYI K MTPOMBbIIILIEH-
HBIM OKpYyskeHMsIM. Pa3paboTunkaM MOTYT ObITh IaHbI IpaBa Ha 3aITycK 3aza-
HUI MY pPabOYMX ITPOIECCOB C YeTKO OTIpee/ieHHO KOMOMHAIIMel ClieHapy-
€B, KOMITbIOTE€POB, YIeTHbIX JAHHBIX U JPYTUX ITPeIBaPUTEbHO HACTPOEHHbIX
napameTpoB. Vcrionb3oBanne Jenkins st 3amycka mabioHa 3a1aHusT MOXKET
CTaTh OTAMYHBIM IIAarOM Ha IyTU K HeIpepbIBHOI moctraBke! C MOMOIIbIO
Jenkins Snippet Generator MOsKHO OpraH30BaTh JOCTYII K Ansible Automation
Controller gyis 3arycka ciieHapust Ansible ¢ 3aaHHbIMM TTapaMeTpaMu (I11a6-
JIoH 3amanust; puc. 22.4). B Ansible Automation Controller moxkHo 6e30rmac-
HO XpaHUTh yYeTHbIE TaHHbIE U JIeJIeTMPOBaTh UX MUCIIOIb30BaHME 33[ITaHMIO
Jenkins. OTo o3HayvaeT, UTO pa3paboOTUMKaAM He MPULETCS BXOOUTb B PeecTp
11l pa3BePThIBAHMUSI CBOErO MPWIOkeHMs. iM MOsKeT ObITh ke 3arperieHo
3TO U3 COOOPasKeHMT COOTBETCTBMS TPEOOBAHMSM UM PUCKOB.

Dashboard * ansible_role_ssh * Pipeline Syntax
4% snippet Generator Tommremn

This Snippet Generator will help you learn the Pipeline Script code which can be used to define various steps.

£ Declarative Directive Generator Pick a step you are interested in from the list, configure it, click Generate Pipeline Script, and you will see a
Pipeline Script statement that would call the step with that configuration. You may copy and paste the whole
@ Declarative Online Documentation statement into your script, or pick up just the options you care about. (Most parameters are optional and can be

omitted in your script, leaving them at default values.)
@ Steps Reference

. Steps
@ Global Variables Reference
Sample Step
@ Online Documentation
ansibleTower: Have Ansible Tower run a job template v
@ Examples Reference e —
@ IntelliJ IDEA GDSL | Tower Server (7]
- None - v
| Tower Credentials ID (2]

ansible-vault v | | e=Add ~

Template Type (%]
job v
| Template ID [~}
1234
| ExtraVars L]
4
| Job Tags (%]
| | appdeploy
Skip Job Tags %]
Job Type (]
run v
¢ Limit (]
i web
| Inventory )
| Credential (%]

Puc. 22.4. Jenkins Snippet Generator ans wara nocTpoeHus
wabnoHa 3apaHus Ansible Tower
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OTOT IUIarMH MOSKHO MCIIOJIb30BaTh IIOC/IE CO3MAHMS M TeCTUPOBAHMS
MIPOrPaMMHOTI0 Ob6ecrieyeHus] B OKPYKeHUM OOKATKM 11 pa3BepPThIBAHMS
MIPUJIOSKEHYST B TIPOMBIIIJIEHHOM OKPYK€HUM. ITOT MOCAeTHUIA 1ar C60pKu
MOXKHO co31aTh B Jenkinsfile ¢ momomibio Snippet Generator, 1CITOIb30BaB
CIeIyIOIIMIA KOZ,:

ansibleTower jobTags: 'appdeploy', jobTemplate: '1234', jobType: 'run', limit:
'web', throwExceptionhhenFail: false, towerCredentialsId:
'ANSIBLE_VAULT PASSWORD', towerlLogLevel: 'false', towerServer: 'tower'

3aknryeHue

Ansible — OTAMUHBI MHCTPYMEHT [IJISI HEIIPEPBIBHOM MOCTaBKM CJIOKHBIX
MporpaMMHbBIX cucTeM. OH MOKeT He TOJIbKO YIIPaBJIsiTh Cpefoit pa3paborT-
KM, HO ¥ TIIyOOKO MHTErpupoBaThCsl B MPOLECChl 0OKATKM MPOTrPaMMHOTO
obecrieueHusi, aBTOMaTU3UPYSI BCe PyTUHHbBIE 3a[]auit, CHVYDKAIOIIMe ITPOAYK-
TUBHOCTD IIPU BBIMIOJIHEHUM BPYYHYIO.



rasa 2 3

Ansible Automation Platform

Ansible Automation Platform — 3T0 KOMMepUYecKuii IIpOrpaMMHbIi ITPOIYKT,
npemyiaraembiii Red Hat. Ansible Automation Platform 2 — sTo mardopma
aBTOMAaTHU3alMM HOBOTO TTOKOJIeHMS 1Jisl TipenripusitTuii. OHa BKIIOUaeT Ie-
pepaboTtanHblii Automation Controller 4, paHee 13BeCTHbIN Kak Tower/AWX,
u Automation Hub — noKayibHbIN peno3uTopuii ajist KoHTeHTa Ansible, 3ame-
IIAIOIINIL JTOKaJIbHBIN perto3uTopuii Ansible Galaxy. Bel MoskeTe HACTPOUTD
Automation Hub B cooTBeTCTBMM C MOMUTUKAMM YIIpaBIeHMs B Balleit opra-
HM3aI[MY WU TIPOCTO CMHXPOHM3MPOBATD €T0 C PENI03UTOPMEM COODIIeCTBa.
B mpumepe 23.1 mokasaH (aiis1, KOTOPBI MOXKHO TepenaTh aAMUHUCTPATO-
py Automation Hub (cm. puc. 23.1). OH omnpenesnsieT KOIEKINM, KOTOPbIe
Automation Hub 6ymeT o6c/TyskuBaTh B JIOKaJAbHO ceTu. [IJis1 3arpy3KM KOJI-
nekiuit Automation Hub gomkeH nMeTh MOgK/IIOUeHME K MHTEPHETY.

Mpumep 23.1. requirements.yml ang nony4yeHMs KOHTEHTa coobLLecTBa
n3 Automation Hub

collections:

# YcTaHoBka konnekumit u3 Ansible Galaxy.
- name: ansible.windows

source: https://galaxy.ansible.com
- name: ansible.utils

source: https://galaxy.ansible.com
- name: awx.awx

source: https://galaxy.ansible.com
- name: community.crypto

source: https://galaxy.ansible.com
- name: community.docker

source: https://galaxy.ansible.com
- name: community.general

source: https://galaxy.ansible.com
- name: community.kubernetes

source: https://galaxy.ansible.com



440 < [nasa 23.Ansible Automation Platform

Edit remote
Name *
community

WRL *®

https://galaxy.ansible.com/api/

YAML requirements * @

requirementsyml

> Show advanced options

S

Puc. 23.1. Boirpyska daina TpeboBaHuit

ITpu sxkenauuu B ¢aiiie ansible.cfg MOKHO HACTPOUTDb HECKOJIBKO CEPBEPOB
ILJIST KOMaH/IbI ansible-galaxy, €C/IM BbI MCITOb3yeTe Private Automation Hub
B Ansible Automation Platform 2 (mpumep 23.2).

Mpumep 23-2. ansible.cfg

[galaxy]
server_list = automation_hub, release_galaxy, my_org_hub, my test_hub

[galaxy_server.automation_hub]

url=https://cloud.redhat.com/api/automation-hub/
auth_url=https://sso.redhat.com/auth/realms/redhat-external/protocol/openid-connect/
token

token=my_ah_token

[galaxy_server.release_galaxy]
url=https://galaxy.ansible.com/
token=my_token

[galaxy_server.my_org_hub]
url=https://automation.my_org/
username=my_user
password=my_pass

[galaxy_server.my_test_hub]
url=https://automation-test.my org/
username=test_user
password=test_pass

OKkpyxeHust 00KaTKM, TaKMe KaK my_test_hub, MOXKHO MCIIOJIb30BaTh MOJISI
TECTUPOBAHMS JIOKAIbHBIX KOJIEKIINI, KOTOPbIE B KOHEUHOM UTOTe OymyT
Ol'Iy6J'II/IKOBaHbI B my_org_hub.
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B apxurekType Ansible Automation Platform 2 ucrnonb3yiorcs pa3paboT-
KI B 00J1aCTM KOHTETHEepHBIX TeXHOooTuii. OHa 6ojiee MacumTabupyemas u
6e3omacHasi, YeM mpeabiayinee rmokojgeHne. Camoe 6oJbIIOe OTIMYME 3a-
KJIIOUAeTCs B OTJIeJIeHUM TVIOCKOCTY yIIpaBJIeHUsI OT OKPY>KeHUIi BbITTOTHE-
HMSI, KaK IT0Ka3aHo Ha puc. 23.2.
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Puc. 23.2. Apxutektypa Ansible Automation Platform 2

[ns ynpaieHus 3aBucumoctsiMu B Ansible Tower ncrnosnb30Bainch BUpP-
TyasbHble OKpYKkeHMs Python, HO 3TOT MeTo[, co3aBas TPo6IeMBI JIJIsT OTIe-
patuBHBIX KomaH[, Tower. [ToaTromy B Ansible Automation Platform 2 6si1a
nobaBieHa aBTOMAaTM3alMsI CO34AaHNUSI OKPY>KEHMIT BBITTOIHEHMS; IPYTUMU
CJI0BaMM, aBTOMAaTHU3aIMs IPUMeHsIeTCsI K 06pa3aM KOHTEeIIHepOB, KOTOPbIe
BK/IIOUaloT Ansible, KoHTeHT Ansible 1 106ble Ipyrie 3aBUCUMOCTH, KaK I10-
Ka3aHo Ha puc. 23.3.

oubnnotekn

& Python u
TpebyeMmble Y .
KonneKwH ]4]’[ {/}| weooxomumsie 1| Ansible Core

YHuBepcanbHbiii 6a3oBbii 06pa3 (UBI) ]

Puc. 23.3. Cpena BbinonHeHus Ansible

Oxpy>keHus BbinoHeHMs1 Ansible ocHOBaHbI Ha ansible-builder ([https://oreil.
ly/NIgNY] o6CyskmaeTcst jajiee B 3TOV IJIaBe).


https://oreil.ly/NlgNY
https://oreil.ly/NlgNY
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Ansible Automation Platform mosxkHo ycraHoBuTh B RedHat OpenShift
munu Ha xoctax Red Hat Enterprise Linux 8 (rhel/8). IIpumep Kopa ajs sToit
IJIaBbI CO3/IaeT KaacTep pa3paborku B VirtualBox ¢ momorsio Vagrant. [Ijis
cosnmanus mamuHbl rhel/8 B VirtualBox rpeacrapiieHa Takske KOHQUTypaiust
Packer (Packer o6cyskmaeTcs B riiaBe 16).

Automation Controller obecrieunBaeT 60ee TOUHOE YITPABIEHNE TTOIN-
TUKaMU JIOCTyTIa Ha OCHOBeE IM0JIb30BaTeselt 1 posieii B cOUeTaHUM C T0Tb30-
BaTeIbCKUM Beb-uHTepdeiicom (puc. 23.4) RESTful API.

= £+ @ o - & admin ~
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Dashboard

e 4 0 2 0 2 0

Hosts Failed hosts Inventories Inventory sync Projects Project sync failures

Activity Stream

failures
Workflow Approvals
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Pastmonth v  Alljobtypes v  Alljobs -

Projects
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Job Runs
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Date

Puc. 23.4.MaHenb ynpasneHusa Ansible Automation Controller

Moodenu noonucku

Red Hat mpenyiaraet moamepskKy (https://oreil.ly/qsiFg) B Bue Tpex TUIIOB exKe-
TOAHBIX MTOATIMCOK, KasKAbI C PAa3HBIMM COIVIAIIEHMSIMMU 00 ypOBHE 06CITY-
skuBaHMs (Service-Level Agreement, SLA):

e CaMOCTOSITeTbHAS TMoaaepkKa (6e3 opuIMaNTbHOI TTOAIEePXKKU U Ka-
KUX-JIMO0 06513aTENBCTB);

e cTa”papTHas (TMoaaepskKKa c ypoBHeM: 8x5);

e TIpeMuyM (ToAaepsKKa ¢ ypoBHeM: 24x7).

Bce moAMmMCKy BKIIOYAIOT PACCHIIKY PETY/ISIPHBIX OOGHOBJIEHMIT ¥ HOBBIX
Bepcuii Ansible Automation Platform.


https://oreil.ly/qsiFg
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Kaxk pa3paboTumk, BbI MOXKeTe IMOTyUYUTh OeCIIaTHbIN JOCTYIT KO MHOTUM
TEeXHOJIOTMUECKUM pecypcam, IipejiaraeMbiM KoMmnaHnueit Red Hat. [l aTo-
ro IOCTaTOYHO 3aperucTpupoBaThbcs (https://oreil.ly/Q7UDb) 11 MOIYUYNTH MTOA -
cky Red Hat Developer for Individuals.

MpobHasa Bepcusa Ansible Automation Platform

Red Hat npemoctaBiser 6ecruiaTHyi0 60-THEBHYIO MPOOHYIO JIMIIEH3UIO
(https://oreil.ly/wSoD5) ¢ HAOOPOM BO3MOKHOCTEN M3 MOIEeIM MOAIMCKY CaMo-
CTOSITENIbHOI ToaAep>kku, 1o 100 ympasiisieMbIX XOCTOB.

ITocste perucTpaiyy B KauecTBe pa3paboTymKa 1 ogaum 3asiBKM Ha Ipoo-
HYIO BepPCUIO Bbl CMOKETe 9KCIIOPTUPOBaTh MaHudecT nuieH3un (https://oreil.
ly/7j8MF) 111 aKTMBAIIMM CBOETO 9K3eMIIsIpa, KaK MMoKa3aHo Ha puc. 23.5.
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Puc. 23.5. YnpasneHne nognuckamu

Mocne npuobpeteHus Ansible, Inc. B 2015 roay Red Hat Bbipa-
3MN1a HaMepeHue MpPOJOMKUTL pa3paboTKy OTKPbITOW Bepcuu
Ansible Tower nog HasBaHMeMm AWX . OHa yCTaHaBAMBAETCS B
Kubernetes c nomowbto AWX Operator. [logpo6Hbie MHCTPYKLmK
Bbl Haiaete B AokymeHTauuu (https://oreil.ly/NjaVt). icxopHbii
ko AWX poctyneH Ha GitHub (https://oreil.ly/heqzB).

Iyt GBICTPOVE OLIEHKM 3TOI BEPCUMM MOKHO BOCITO/Ib30BaThCs Vagrant u
cueHapuem u3 GitHub (https://oreil.ly/FRYOI):


https://oreil.ly/Q7UDb
https://oreil.ly/wSoD5
https://oreil.ly/7j8MF
https://oreil.ly/7j8MF
https://oreil.ly/NjaVt
https://oreil.ly/heqzB
https://oreil.ly/FRY0I
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$ git clone https://github.com/ansiblebook/ansiblebook.git
$ cd ansiblebook/ch23 && vagrant up

Ecnu mammHa Vagrant HegoCTyIHa 110 azpecy https://server03/, To BaM
MOXKeT IMOTPe60BaThCS BBITIOJHUTD CAEAYIONTYI0 KOMaHy BHYTPM Mallu-
Hbl Vagrant, 4To6GbI CO3JaTh ceTeBOVi MHTepdeiic, cBsi3aHHbI ¢ [P-an-
pecom 192.168.56.13:

$ sudo systemctl restart network.service

Kakue 3adayu pewiaem Ansible Automation Platform

Ansible Automation Platform - He mpocTto Be6-uHTepdeiic K Ansible. Ona
nob6aBisgeT B Ansible HeKoTOpble OOIOTHUTEIbHbIE BO3MOXKHOCTH, TaKue
KaK yIIpaBJieHye TOCTYIIOM, IIPOeKTaMM, peecTpaMu U 3aITycK 3aaaHuii. Pac-
CMOTPHUM MX TTOO/IVKE B 3TOM paszerie.

YnpaBsneHue goctynom

B kpymHbIX opranm3anysx Ansible Automation Platform momoraet ympas-
JISITh aBTOMATM3allleil TTOCPeICTBOM AeernpoBaHys. Bel MoXkeTe cO31aTh
OpraHM3alLMIO JIsI KaKI0I0 OTIE/A, a TIOKAJbHbIN CUCTEMHBIN aIMUHUCTPA-
TOP — TPYIIIBI C POISIMU U TOOABUTD B HUX COTPYAHMKOB, HA/IEINB MX ITpaBa-
MM IJ1s1 yITpaBJIeHUS XOCTaMM M YCTPOCTBAMM, HACKOJIBKO 3TO HEOOXOAMMO
I7IST BBITIOJTHEHMST CTYKEOHBIX 00S13aHHOCTEIA.

Ansible Automation Platform co3gaBasack ¢ yueTom pasmesieHus 00si-
3aHHOCTE — BecbMa MOIIHOM Maey Ipy NpaBWIbHOM IIpuMeHeHUn. IIpen-
CTaBbTE, YTO Pa3pabOTUMKY CIIEHAPUSI — ITO APYTUE JIIOAM, He SIBJISIOIIEeCS
BiAagenpliaMu MHpacTpykTypbl. [TompobyiiTe cO34aTh PEIO3UTOPUIL IS
BallIMX CIIEHAPUEB U ellle OOMH IJIsI peecTpa, YToObl KOMaHIa CO CBOMMMU Ma-
HMIMHAMM MOTJIa CO3IaTh ellle OAVH peecmp NJisl TOBTOPHOTO UCIOIb30BaHMUS
Balmux cieHapuen. Ansible Automation Platform nogmepskuBaeT KOHIEM-
L0 Op2aHu3ayuti ¢ KomaHoamu, Kaxkmast 3 KOTOPBIX MMeeT pa3Hble YPOBHU
paspelieHn.

Ansible Automation Platform meiicTByeT Kak 3amuTa [jist XocToB. [Ipu ee
MCITOTb30BaHUYM HM OHA TPYIIA M HU OOUH PAaOOTHUK He HO/KHBI MMETh
MPSIMOTO JIOCTYIIA K YIIPaBJsieMbIM XO0CTaM. DTO CHUKAET CJIOKHOCTb U YBe-
nuuuBaet 6esomacHocTb. Ha puc. 23.6 mokasaH Be6-uHTepdeiic Ansible
Automation Platform pnst ynpasnenust monb3oBartensimu. C Ansible Auto-
mation Platform Taxske MOXHO MCITO/Ib30BaTh IPYTME CUCTEMbBI ayTeHTU(N-
Kaium, Takue kak Azure AD, GitHub, Google OAuth2, LDAP, RADIUS, SAML
unu TACACS+. Coeguuenne Ansible Automation Platform c cymectBytomimu-
MU CHCTeMaMM ayTeHTUuduKaum, TakKMMu Kak katasoru LDAP, MoskeT CHU-
3UTb CHU3UTD 3aTPaThl HA aAMMUHUCTPUPOBAHNE II0JIb30BaTe/Iei.
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lMpoekmoi

Ilpoekxmom B TepmuHonoruu Ansible Automation Platform HasbiBaeTcs na-
KeT JIOTUYEeCKM CBSI3aHHBIX CIIeHAPMEB U POJIEIA.

A o - & admin  ~

Users

D
Create New User ?
Username * Email
maxim maxim@example.com
Password * Confirm Password *
W essessnnnen W essssssnnee
First Name Last Name
Maxim
‘Organization * User Type *
Q,  Tower System Auditor -

Save Cancel

Puc. 23.6. Beb-uHTepdeiic ang ynpaBaeHus nosib3oBaTensimMu
B kiaccuueckux npoexkrax Ansible BMecTe co CLieHapUSIMM U POJISIMM Uac-
TO MOSKHO BUJIETh CTaTUUYECKME PeeCcTpbl BMECTe CO CLieHapUSIMU U POJISIMMA.
Ansible Automation Platform ocyiiecTBasieT MHBeHTapM3alMi0 OTAEIbHO.
Bce, UTO MMeeT OTHOIIeHME K MHBEHTapU3alMM U CBSI3aHHBIM C Heli Iiepe-
MEHHBIM, TAaKMM KaK ITepeMeHHbIe TPYIII WX XOCTOB, OYIeT HeIOCTYITHO.

Llenb (Hanpumep, hosts: <target>) B 3TUX CLeHapusixX 0COBEHHO
BakHa. CTapaiiTecb MCNoONb30BaTh 0OLLME MMEHA. ITO NO3BOAUT
BaM BbIMOMHATb CLLEHAPUM C Pa3HbIMU peectpamu, 0 YeM nop-
pobHee pacckasblBaeTCs ganee B 3TOM rnase.

Cnemyst 001IENTPUHSITHIM PEKOMEHAALIMSIM, Mbl XpaHUM CBOU ITPOEKTHI CO
ClleHapusIMM B CHUCTeMe YyIpaBjieHus] Bepcusimu. MexaHU3M YIIpaBJIeHUsT
npoektaMu B Ansible Automation Platform nmoamepskuBaeT Takue CUCTEMBI,
Kak Git, Mercurial u Subversion, 1 MoskeT 6bITb HACTPOEH Ha 3arpy3Ky IIPO-
€KTOB U3 HUX.

B kpaitHeM cIydae, ey HeT BO3MOXKHOCTM UCII0JIb30BaTh CUCTEMY YIIPaB-
JIeHUSI BepCUSIMU, MOKHO OIpene/nTb CTaTUYeCKuil IyTh B KaTajuore /var/
lib/awx/projects, rme MPOEKT GyIeT XPaHUTHCS JIOKAJIbHO, Ha cepBepe Ansible
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Automation Platform. Takke ecTb BO3MOKHOCTb 3arpy>kaTb apXUBbl U3 yia-
JIEHHOTO XpaHWINIIIA.

Tak KaK MPOeKTbl MMEIOT CBOCTBO pa3BUBATHCS C TeYeHUEM BpPeMeHH,
MCXOIHBINM KOJ clieHapueB Ha cepBepe Ansible Automation Controller momn-
SK€H CMHXPOHMU3UPOBATbHCS C COEP>KUMbBIM CCTEMBbI YIIPABIE€HUSI BEPCUSIMU.
IInst aroro B Ansible Automation Platform mumeeTcss MHOXKeCTBO pelieHU.

Hamnpumep, rapaHTMpOBaTh MCIOJb30BaHMe TOCTEAHUX BepCuii Mpoek-
TOB B Ansible Automation Platform moskHo, yctaHOBUB (askok «Update on
Launch» (06HOBJIeHME Ha 3aITyCKe) B ITapaMeTpax IPOoeKTa, Kak MoKa3aHo Ha
puc. 23.7. Taxke MOXKHO HaCTPOUTD 3aJaHNsT OGHOBJIEHMS ITPOEKTOB I10 pac-
mucaHuoo. HakoHelr, TpoeKThl MOXKHO OOHOBJISITh BPYUYHYIO, €CJIM BbI XOTUTE
caMM yIIpaBJiSITb OGHOBJIEHMEM.

Projects > test-playbooks

i 3 9
Edit Details

Name * Description Organization *
test-playbooks Q  Tower

Default Execution Environment @ Source Control Credential Type *
Q Git -

Type Details

Source Control URL * @ Source Control Branch/Tag/Commit ® Source Control Refspec @
https://github.com/ansible/test-playbooks.git

Source Control Credential
Q

Options

Oclean ® O Delete @ [ Tracksubmodules @ [ Update RevisiononLaunch @ [ Allow Branch Override ®

Cducel

Puc. 23.7. MNapameTpbl HACTPOMKM 0BHOBNEHUS NPOEKTa
U3 CUCTeMbI ynpaBneHms Bepcusimu B Ansible Automation Controller

YnpaBneHue uHBeHTapusaumen

Ansible Automation Platform ro3BossieT yripaBisiTb peecTpamMu Kak ca-
MOCTOSITeJIbHBIMM pecypcami, BKJIIOUast yIipaBjeHye JOCTYIIOM K 3TUM pe-
ectpaM. TUMMYHBIN 1a6JI0H — OTIPeAEeNIUTb Pa3HbIe PEeCTPhI C XOCTAMMU [IJIST
9KCIUTyaTalyu, OOKaTKM ¥ TECTUPOBAHMS I CBOMMM YUYETHBIMMU JAHHBIMU U
repeMeHHbIMMA.

B KakIoM 13 peecTpoB MOKHO OIPeIeTUTh CBOU IlepeMeHHbIe 110 YMOJI-
YaHUIO ¥ BPYYHYIO AOOABIISITh IPYIIIBI ¥ XOCThI. Kpome TOro, Kak 1moka3aHo
Ha puc. 23.8, Ansible Automation Platform mo3BossieT 3ampamnimBaTh CIu-
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COK XOCTOB IMHaMM4eCcKy 13 HEKOTOPOro pecypca (Hanpumep, u3 Microsoft
Azure Resource Manager) ¥ ITIOMeIllaTb UX B TPYIIILY.

Inventories > Production > Sources

Create new source ®
Name * Description Execution Environment
Production_inventory Q

Source *

¥ Choose a source
Sourced from a Project
Amazon EC2
Google Compute Engine
Microsoft Azure Resource Manager
VMware vCenter
Red Hat Satellite 6
OpenStack
Red Hat Virtualization
Red Hat Ansible Automation Platform
Red Hat Insights

Puc. 23.8. Boibop ncrtouHmka nHdopmaumm o xoctax B Ansible Automation Controller

C momo1ibIo crenyaabHo GopMbl MOXKHO J00aBISITh IIepeMeHHbIe TPYIII
Y XOCTOB U MepeorpefensiTh 3HaueHMs 110 YMOTYaHUIO.

Taxske eCTb BO3MOYKHOCTb Bp€MEHHO OTK/I0YATh XOCTBI, IeJIKasl 10 KHOII-
KaM, KaK IT0Ka3aHo Ha puc. 23.9, 1 TeM caMbIM UCKJIIOUATh UX U3 00pabOTKMA.

Inventories > Production

0
Hosts 2
4 Back to Inventories Details Access Groups Hosts Sources Jobs
B [ = W bwen oo
Name T Actions
O arm-fileserver_bO55 O Off s
O  arm-gitlab_9531 o On s
O arm-runner_4993 o On 4
[0  azure-bastion_7af0 off s

1-4ofditems v 1 of 1 page

Puc. 23.9. VickntoueHune xoctoB 13 06paboTtku B Ansible Automation Platform

3anyck 3aaaHuii u3 WabaoHoB

[[Tab0HBI 3amaHMIf, KaK MTOKa3aHO Ha puc. 23.10, CBSI3bIBAIOT IMPOEKTHI C
peectpaMu. OHM OIIpesesIsSIoT, KaK IT0/1b30BaTeIM MOIYT 3aITyCKaTh CLieHa-
pUM 13 TIPOEKTa Ha OIpe/ie/IeHHbIX XOCTaX M3 BRIOPAHHOTO peecTpa.
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Templates > Test Job Template

Details k)

4 Back to Templates Details Access Notifications Schedules Jobs Survey

Name Test Job Template Job Type run Organization Tower
Inventory  Tower Inventory Project laybook i i ®  Default execution environm
ent
Playbook  pingym! Forks 0 Verbosity 0 (Normal)
Timeout 0 Show Changes ~ Off Job Slicing 1
Created 10/14/2021, 31544 PMby  LastModified  10/14/2021, 3:15:44 PM by
admin admin

Credentials  SSH: Tower Credential

Variables -
B ---

Puc. 23.10. lWabnoHbl 3apaHmit B Ansible Automation Platform

Ha ypoBHe ciieHapusi MOXXHO MIPMMEHSITh TaKue YTOYHeHMsI, KaK JOIOo-
HUTEebHBbIE TTapaMeTpbl U Teru. TakKke eCTb BO3MOKHOCTb YKa3aTb PeMUM
3amycka cieHapusi. Hampumep, ofHMM T0b30BaTeISIM MOKHO IMO3BOJINTD
3aMyCcKaTh CIleHapuy TOJIbKO B pexume npoéepku, a IPYTMM — TOJbKO Ha
orpeieJIeHHOM TTIOAMHOXeCTBE XOCTOB, 3aTO B NOJIHOYEHHOM pexcume.

Ha ypoBHe 1ie/eif eCTb BO3MOKHOCTb BbIOMPATH OIpefesieHHbIe XOCThI U
TPYIIIIbL.

[y BBITIOMTHSIEMOTO 11a6JIOHA CO3/IaeTcsl HOBasl 3anucy 3adaHusl, Kak Io-
Ka3aHo Ha puc. 23.11.

Jobs )
O Name ~ Q Delete Cancel jobs. 1-50f5 +
Name Status Type Start Time Finish Time 4 Actions

> [ 5-TestJobTemplate ©Successful . Playbook Run 10/14/2021, 42217 10/14/202), 42221 L 4
PM PM

> O 4-nfrastructure © Successful | Source Control 10/14/2021,4:20:35  10/14/202), 4:20:45 L 4
Update PM PM

> [ 3-Production-Azure © Successful | Inventory Sync 10/14/2021, 4:12:12 10/14/2021, 4:12:17 L4
Cloud PM PM

> [ 2-TestJobTemplate © Successful | Playbook Run 10/14/2021,3:15:45  10/14/2021, 315:50 *
PM PM

> O 1-test-playbooks © Successiul . Source Control 10/14/2021, 31353 10/14/2021, 315:40 L4
Update PM PM

1-5ofSitems v 1 ofipage

Puc. 23.11. 3anuncu 3apganuit B Ansible Automation Platform
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B meTanbHOM 0630pe KaxkAoii 3ammcy, Kak oKa3aHo Ha puc. 23.12, mpu-
BOAUTCS MHMOpPMAIINS He TOJIBKO 00 yCIiexe Wiy Heynade ero BbIITOJIHEHMS,
HO TaKXKe O JlaTe U BpeMeHM 3aIlyCcKa 3aJaHusi, 0 MOMEHTE ero 3aBeplie-
HUS, KTO €ro 3alyCTUI U ¢ KaKUMU TTapaMeTpaMu. ECTb BO3MOKHOCTD Jiaske
BBITIOTHATH QWIBTPAIIMIO IO OIepaIusIM, YTOObI YBUIETh BCE 3a4aUM U UX
pe3ynbTaThl. Bea aTa mHbOpMalius coxpaHsieTcsl B 6a3e JaHHBIX, UTO TaeT
BO3MOSKHOCTbH MCC/IEIOBATD €€ B JII060/1 MOMEHT.

Jobs > Test Job Template

Output

«BacktoJobs  Details  Output

™ Test Job Template Plays 1  Tasks 1 Hosts 3  Elapsed 000004 + % o

Stdout v Q

Identity added: /runner/artifacts/5/ssh_key_data (tower)

PLAY [all] 16:22:19

TASK [ping] 16:22:19
ok: [server@2]
ok: [servero1]
ok: [servero3]

PLAY RECAP 16:22:20

serverol : ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0

ignored=0

11 server@2 : ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0
ignored=0

12 servero3 1 ok=1 changed=0 unreachable=0 failed=0 skipped=0 rescued=0

ignored=0

SWVWONOUBWNRS

I

13

Puc. 23.12. MNMoppo6HbIi 0630p pe3ynbTaToB 3a4aHuS
B Ansible Automation Platform

RESTful API

Cepsep Ansible Automation Controller nonnepskuaet REST API (Repre-
sentational State Transfer — mporpammHblii uHTepdeiic riepegaun mpen-
CTaBJIEHUSI O COCTOSIHMM), TTO3BOJISIIOLIMIT MHTETPUPOBATD €ro C MMEIOLIN-
MMCSI KOHBeliepamMmu COOPKM M YCTAaHOBKU WJIM CUCTEMAaMM HeIpPepbIBHOTO
pasBepThIBaHUSI.

API MOKHO MCCIeIOBaTh C TOMOIIBIO Opay3epa, OTKPbIBAst B HEM CTPaHM-
LIbI C agpecamu Buma http://<tower server>/api/v2/ (puc. 23.13):

$§ firefox https://server@3/api/v2/

Ha MoMeHT HamvcaHusI 3STUX CTPOK IoceaHelt Bepcueit API 6b11a Bepcus v2.

Teopetnuecku API MOXXHO MCITOb30BaTh [JIs1 HY KO MHTErpalun, HO BO-
ob1e a1t moctyna K Ansible Automation Controller cyiiecTByeT KO/UIEKITNST
Ansible: awx.awx.
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4 REST API — Version 2 Qamn  Celogot @ © 7

GET /api/v2/

HTTP 200 OK

Allow: GET, HEAD, OPTIONS

Content-Type: application/json

Vary: Accept

X-API-Node: server®3

X-API-Product-Name: Red Hat Ansible Automation Platform
X-API-Product-Version: 4.0.90

X-API-Time: 0.009s

{
“ping": “/api/v2/ping/",
"instances": "/api/v2/instances/",
"instance_groups": "/api/v2/instance_groups/",
"config": “/api/v2/config/",
"settings": "/api/v2/settings/",
"me": "/api/v2/me/",
"dashboard": "/api/v2/dashboard/",
"organizations": "/api/v2/organizations/",
“users": "/api/v2/users/",
“execution_environments": "/api/v2/execution_environments/",
“projects": "“/api/v2/projects/",
“project_updates": "/api/v2/project_updates/",
“teams": "/api/v2/teams/",
“credentials": "/api/v2/credentials/",
"credential_types": "/api/v2/credential_types/",
“credential_input_sources": "/api/v2/credential_input_sources/",
“applications": "/api/v2/applications/",
“tokens": "/api/v2/tokens/",
“metrics": “/api/v2/metrics/",
"inventory": "/api/v2/inventories/",
"inventory_sources": "/api/v2/inventory_sources/",
"inventory_updates": "/api/v2/inventory_updates/",
"groups": "/api/v2/groups/",
"hosts": "/api/v2/hosts/",
"job_templates": "/api/v2/job_templates/",
"jobs": "/api/v2/jobs/",
"ad_hoc_commands": "/api/v2/ad_hoc_commands/",
"system_job_templates": "/api/v2/system_job_templates/",
"system_jobs": "/api/v2/system_jobs/",
"schedules": "/api/v2/schedules/",
“roles": "/api/v2/roles/",
"notification_templates": “/api/v2/notification_templates/",
“notifications": "/api/v2/notifications/",
"labels": "/api/v2/labels/",
"unified_job_templates": "/api/v2/unified_job_templates/",
"unified_jobs": "/api/v2/unified_jobs/",
"activity_stream": "/api/v2/activity_stream/",
"workflow_job_templates": “/api/v2/workflow_job_templates/",
"workflow_jobs": "/api/v2/workflow_jobs/",
“workflow_approvals": "/api/v2/workflow_approvals/",
"workflow_job_template_nodes": "/api/v2/workflow_job_template_nodes/",
"workflow_job_nodes": "/api/v2/workflow_job_nodes/"

3

Copyright © 2021 Red Hat, Inc. All Rights Reserved.

Puc. 23.13. Ansible Automation Platform API Bepcuu 2

AWX.AWX

HWTaK, Kak co3JaTh HOBOTO Ioib30BaTesst B Ansible Automation Controller
WJIU 3aIlyCTUTDb 3aZjlaHNe, UCIIONb3Ys TONbKO API? KoHeuHO, MOKHO BOCIIO/b-



AWXAWX <« 451

30BaThCSI CAMBIM ITOMY/ISIPHBIM MHCTPYMEHTOM KOMAaHIHOM CTPOKM cURL, HO
Ansible ripepyiaraer eiie 60see yno6HbIN CIIOCO0: clieHapuu!

B otnnune ot npunoxerumsa Ansible Automation Platform, Ansi-
ble Tower CLI - 310 nporpaMMHoe obecrneyeHne C OTKPbITbIM
UCXOAHBIM KOAOM, onybnukoBaHHoe Ha GitHub (https://oreil.ly/
ryjSo) non nuueHsmen Apache 2.0.

YcTaHoBKa
YTOO6BI YCTAHOBUTD awx.awx, MCTIONb3YiiTe Ansible Galaxy:
$ ansible-galaxy collection install awx.awx

IMockonbKy Ansible Automation Platform mcnonb3yeTt mpeaBapuTeabHO
HACTPOEeHHbI camoroancaHHblii ceptudurat SSL/TLS, oTKI0OUMTE MPO-
BepKy B IabaoHe st daiina tower cli.cfg:

[general]

host = https://{{ awx_host }}
verify ssl = false
oauth_token = {{ awx_token }}

[Tpesxkme uem 06paTuThCs K API, Hy’)KHO HACTPOUTD yUeTHbIE JaHHbIE B 10-
TIOJITHUTEIbHOM TTepeMeHHOM admin_password, KaK ITOKa3aHO B IIpuMepe 23.3.

Mpumep 23.3. awx-configyml

- name: Configure awx
hosts: automationcontroller
become: false
gather_facts: false

vars:
awx_host: "{{ groups.automationcontroller[0] }}"
awx_user: admin
cfg: "-k --conf.host https://{{ awx_host }} --conf.user {{ awx_user }}"

tasks:

- name: Login to Tower
delegate_to: localhost
no_log: true
changed_when: false
command: "awx {{ cfg }} --conf.password {{ admin_password }} -k login"


https://oreil.ly/ryjSo
https://oreil.ly/ryjSo
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register: awx_login

- name: Set awx_token
delegate_to: localhost
set_fact:
awx_token: "{{ awx_login.stdout | from_json | json_query('token') }}"
- name: Create ~/.tower_cli.cfg
delegate_to: localhost
template:
src: tower_cli.cfg
dest: "~/.tower_cli.cfg"
mode: '0600'

B pesynbrate 6ymet co3maH ¢aiin ~/.tower cli.cfg c TokeHoM. Terepb MOK-
HO CO03JaTh ClleHapuii ajis apToMaTtusauum Automation Controller — aBTo-
MaTMU3aluMU HOBOTO YPOBHS!

Co3paHue opraHMsaumuu

Mopenb JaHHbBIX, TOKa3aHHas Ha puc. 23.13, TpebyeT HAIMUMS HEKOTOPBIX
00BEKTOB, ITPEXIEe UeM MOKHO OyIeT Co34aTh IPyTue, I03TOMY ITepBOe, UTO
HY’KHO CO3aTh, — J0OABUTh OPTaHU3AIMIO:

- name: Configure Organization
hosts: localhost
gather_facts: false
collections:

- dWX.awXx

tasks:

- name: Create organization
tower_organization:
name: "Tower"
description: "Tower organization"
state: present

- name: Create a team
tower_team:
name: "Tower Team"
description: "Tower team"
organization: "Tower"
state: present

Bce ccbuTKM yKa3bIBaIOT MO0 HA OpraHu3alny, inbo Ha peecTphl.
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Co3daHue peecmpa

JIJIs Halllero mpyuMepa Mbl C IOMOIIBIO KOJUIEKIIMM awx.awx CO3IaJIN IIPOCTO
peectp Ansible Automation Platform . O6bIYHO MOMYITIO tower_project Tepe-
maeTcs ccblika Ha Git-permo3muTopuii, a tower_inventory_source IIPUBSI3bIBAETCS
K tower_inventory:

- name: Configure Tower Inventory
hosts: localhost
gather_facts: false
collections:
- aWX.awx

tasks:

- name: Create inventory
tower_inventory:
name: "Tower Inventory"
description: "Tower infra"
organization: "Tower"
state: present

- name: Populate inventory

tower_host:
name: "{{ item }}"
inventory: "Tower Inventory"
state: present

with_items:
- 'server01'
- 'server?2'
- 'server03'

- name: Create groups
tower_group:
name: "{{ item.group }}"
inventory: "Tower Inventory'
state: present
hosts:
- "{{ item.host }}"
with_items:
- group: automationcontroller
host: 'server03'
- group: automationhub
host: 'server02'
- group: database
host: 'server01'
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Eciu BbI co3flaeTe M YHUUTOKaeTe BUPTYabHbIe MAUIMHBI C TTOMOIIbIO
Ansible, To TeM camMbIM BbI yIIpaBJisieTe peecTpoM.

3anyck cueHapus € NOMOLLbIO Wa6I0Ha 3a4aHUA

Ecsi BbI IPUBBIK/IM 3aITyCKaTh CLieHapUM, UCITI0Ib3YsI ToMbKOo Ansible Core
B KOMaHJHO CTPOKE, TO, BEPOSITHO, YaCTO UCIIO/Ib3yeTe IPUBUIETUN aIMMU-
Huctpatopa. B Ansible Automation Platform ecTb coco6 cmonenpoBathb
9TO B BUJE 3aLUILEHHOTO OKPYKeHMSI.

CueHapuy XpaHSITCS B CUCTeMe YIIpaBIe€HUS MCXOAHBIM KOAOM, TaKoM
Kak Git. IIpoekm cOOTBeTCTBYeT TaKOMy pero3uTopuio Git. UMmopTupoBaTh
IIPOEKT MOXXHO C ITIOMOLIbIO MOZYJISI tower_project:

- name: Create project
tower_project:
name: "test-playbooks"
organization: "Tower"
scm_type: git
scm_url: https://github.com/ansible/test-playbooks.git

ITepen s3amyckoM ciieHapust Ansible B KoMaHIHOJ CTPOKe Bbl, BEPOSITHO,
HacTpauBaeTe Kiaouu SSH mam npyroii croco6 Bxoma B IeJeBbie CUCTEMBbI,
nepeuncieHHble B peecTpe. [Ipy TakoM criocobe 3amycKa ClieHapuit IpuBsi-
3bIBAETCS K Ballleil yueTHO¥ 3aIcy M0b30BaTesIsl Ha YIIPaBIISIIOeM XOCTe
Ansible. ITpu ucronp3oBauum Ansible Automation Platform yuemusie dam-
Hble MaulluHbl COXPAHSIIOTCS B (3amm@poBaHHOI) 6a3e JaHHBIX IIATHOPMBI.

SSH-kmouM SIBNSIIOTCS KOHMUAEHIIMATbHBIMU TAHHBIMM, HO €CTh CIIO-
cob6 mobaBuTh 3ammdppoBaHHBIE 3aKPbIThIe KUK B Ansible Automation
Controller, uTo6bI OH 3aIpaIIMBaI IapoIbHYIO Gpasy Ipu 3aIycKe 1adbsoHa
3a7jaHusl, B KOTOPOM 3TU KJIFOUM MUCITONTb3YIOTCS:

- name; Create machine credential
tower_credential:
name: 'Tower Credential'
credential_type: Machine
ssh_key_unlock: ASK
organization: "Tower"
inputs:
ssh_key_data: "{{ lookup('file', 'files/tower_ed25519') }}"

Tereps, CO37aB MMPOEKT ¥ PeeCTp M OPraHM30BaB AOCTYT K MalIMHAM C UX
YUYeTHbIMM JTaHHBIMM, MOKHO CO3AATh WAab0H 3a0aHusl AJisl 3aITycKa CIieHa-
pus 13 TIpOeKTa Ha MalllMHaX, IepeuncIeHHbIX B peecTpe:

- name: Create job template
tower_job_template:
name: "Test Job Template"
project: "test-playbooks"
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inventory: "Tower Inventory"
credential: 'Tower Credential
playbook: ping.yml

IToutn HaBE€pHsKa y BaC IMMOABUTCA JKeJIaHMe aBTOMATU3MPOBATH BbIIIOJI-
HeHV e 3agaHnsd U3 11a6JIoHa. Konnekuust awx. awx YIIpomiaeT 3Ty 3a4a4y — BaM
JOCTATOYHO 3HATDb UMSI 1ma6yoHa 3adaHNMA OJ1d 3aITyCKa:

- name: Launch the Job Template
tower_job_launch:
job_template: "Test Job Template"

[I1a6yioHbI 3aaHNit Ype3BbIUATHO T0JIE3HBI JJIS1 BHITIOIHEHUST CTAHIAPT-
HbIX TMpoluenyp. [IpuMepsl, IpeacTaBIeHHbIE BbIIle, Bbl C JIETKOCTbIO CMO-
’KeTe ormpoboBaTh B CBOeN cucteMe pa3paboTku. Ecau Bamn 1mabyioH 3aaa-
HUSI TIpefHa3HaueH IJIs1 MCIOAb30BaHMS HECKOJbKMMM KOMAaHIAMM, TO
OpraHu3yiiTe 3aIIpoC Ha BBOJ, peecTpa M YUeTHBIX JaHHbIX Iepe[] 3aITyCKOM
mabaoHa 3aganus. Tak Bbl CMOKeTe [eleTMpoBaTh BCe BUIbI CTAaHAAPTHBIX
3aja4 KOMaHAaM B X MHPPACTPYKTYPHBIX OKPY>KEHUSIX.

3anyck Ansible e koHmeliiHepax

KoHTeiiHepsl yrpomamT paboTy ¢ Ansible B 1Byx o6mactsax. OgHa U3 HUX —
TecTupoBaHue posneit Ansible c momoibio dpeiimBopka Molecule (https://oreil.
ly/cQréT), 0OCyskmaBIlIerocs B Iiase 14.

BTopoii aprymeHT B IM0JIb3y MCITOJIb30BaHMSI KOHTEIHEPOB — CJIOKHOCTU
C BHEITHMMM 3aBUCUMOCTSIMU, pa3Hble AJ1s1 pa3HbIX MPOEKTOB UJIM KOMAaH/I,.
Korma TpebyeTtcs MMmopTupoBath 6ubamoTeku Python 1 BHelIHMe KOMITO-
HeHTbI Ansible, Take Kak poju, MO/, TIJIAarMHBI U KOJJIEKIIVN, CO3/IaHMe
M UCIIONb30BaHMe 06pa30B KOHTEITHEPOB MOXKET ITOMOUYb 00eCHeuYuTb UX
aKTyaJIbHOCTD [IJIS IOJTOCPOYHOTO McIoab3oBauus. [TakeTsl Linux, Python,
Ansible, pomu u xomtekunu Ansible moctostHHO 06HOBsIIOTCSI. YacTo ObI-
BaeT CJIOKHO CO31aTh OHY U Ty Ke Cpe[ly BbIMoaHeHUsT i Ansible Ha He-
CKOJIBKMX MalllMHaX MJIX B pa3Hbie MOMeHTbI BpemeHM. Cpefbl BbITIOJIHEHMS
(https://oreil.ly/hpefh) — 3TO cormacoBaHHbIN, BOCIIPOU3BOAMMBII 1 TIepeHOCH-
MbIi MeTOJI, TTO3BOJISIONIMIT OpraHK30BaTh BBIMIOJIHEHME 3afaHuii Ansible
Automation Ha BaiieM HOyTOYKe B TOYHO TaKoO1 ke cpefie, Kak Ha riaTdop-
Mme AWX/Ansible Automation Platform.

Co3paHue cpea BbiNnoIHEeHUA

CospaHne cpep BbiTioiHeHMs1 Ansible — c/ioskHast Tema, HO 3TOT ITPUEM MO-
KeT BaM MMOHamo0uThes mpu pabote ¢ Ansible Automation Platform 2. Cpe-
IIbI BBITTOJTHEHMSI BOSHUKJIM B pe3yJibTaTe paboThl Haj 616mmoTekoi Python
ansible-runner (https://oreilly/bkOei). OHM co3maioTcs ¢ moMoinbio Podman Ha
RHEL 8 u uHcTpymeHnTa Python mox Ha3BaHMeM ansible-builder (https://oreil.


https://oreil.ly/cQr6T
https://oreil.ly/cQr6T
https://oreil.ly/hpefh
https://oreil.ly/bkOei
https://oreil.ly/1vpq5
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ly/1vpg5). (Podman — 3To cpena BBIMOJTHEHMS KOHTeHepa 1151 pa3paboTum-
koB Ha RHEL §).

IlaBaiiTe TOCMOTPUM, KaK CO31aThb cpeny BollonHeHus. CHavaia cosna-
IOVM BUPTyaJIbHOE OKPY>KeHMe 1Sl pabOThI C ansible-builder 1 ansible-runner:

$ python3 =M venv .venv

AKTUBMpPYEM BUPTYaJIbHOE OKPYKeHVE ¥ OOHOBUM MHCTPYMEHTHI:

$ source .venv/bin/activate
$ python3 -m pip install --upgrade pip
$ pip3 install wheel

3aTeM yCTaHOBMM ansible-builder 1 ansible-runner:

$ pip3 install ansible-builder
$ pip3 install ansible-runner

Ansible Builder Tpe6yetr ompemenuTh dait ¢ UMeHeM execute-environ-
ment.yml:

version: 1
ansible config: 'ansible.cfg'

dependencies:
galaxy: requirements.yml
python: requirements.txt
system: bindep.txt

additional build_steps:
prepend: |
RUN pip3 install --upgrade pip setuptools
append:
- RUN yum clean all

Bubmorexku Python momkHbBI ObITH TIEpeuncIeHbl B daiine requirements.
txt, a 3aBucumocTtu Ansible — B daiine requirements.yml. JIns TBOMUYHBIX
3aBUCMMOCTE, TaKMX KaK ITaKeThl git U unzip, MCIIOIb3yeTCs (ailyi HOBOTO
tuna bindep.txt:

git [platform:rpm]

unzip [platform:rpm]

OnpenenMB cpeny BBIIIOJIHEHMS, CO30aaVM €e:

$ ansible-builder \
--build-arg ANSIBLE_RUNNER_IMAGE=quay.io/ansible/ansible-runner:stable-2.11-latest
\

-t ansible-controller -c context --container-runtime podman


https://oreil.ly/1vpq5

3aKnueHne < 457

YT0OBI UCITOTH30BATh CPEY BHITIOJIHEHMS, CO3AAAMM CIleHapUii-06epTKY
BOKPYT 3TOJ KOMAaH/Ibl:

$ podman run --rm --network=host -ti \
-v${HOME}/.ssh:/root/.ssh \
-v ${PuD}/playbooks: /runner \
-e RUNNER_PLAYB0OK=playbook.yml \
ansible-controller

3aknyeHue

Ansible Automation Platform 2 - sto mpomykT aBTOMaTM3auum WUT mis
npenmnpustuii. Kontpomnep aBromatusauum Automation Controller (pa-
Hee M3BeCTHbIN Kak Ansible Tower) mpepjiaraeT BO3MOXKHOCTM yIIpaBIeHMS
IOCTYIIOM Ha OCHOBe poJieit, pa3zaeneHusi 006s13aHHOCTe 1 JieJIeTMpOBaHMS
nosiHomounit. ITpoekTsl Ansible 1u3BieKarOTCS M3 CUCTEMbI yIIpaBIeHUS
BepCUSIMU, €CTh BO3MOXKHOCTb 6€30TIaCHO YIIPAB/ISITh YUETHBIMU TaHHBIMMA,
pacripefieisiTb peCcypchbl ¥ YUUTHIBATh KaXKI0€ CUCTEMHOe M3MeHeHue. DTO
MO3BOJISIET OPraHMU3AIMSIM C COTHSIMM KOMaH, yIIPaBJISITh AeCITKaMU ThICSY
MamH. Hemapom CTOMMOCTD JIMIIEH3UMM PACCUUTHIBAETCS 10 KOJIUYECTBY
XOCTOB.

Automation Hub mpepgynaraet komnekuuu Ansible, co3maHHbIe mapTHepa-
My Red Hat, koTopble MO3BOMSIOT aAMUHUCTPATOPAM KypyUpPOBaTh KOHTEHT
COO0IIeCTBa ¥ OTPAaHMYMBATD MM ITIOAMEHSITh TOCTYH K Ansible Galaxy.

Cpensi BeinmomHeHust Ansible B Ansible Automation Platform 2 nsonupyior
MporpaMMHbIe 3aBUCUMMOCTM B KOHTeliHepax, UTo obecrieunBaeT 60IbIIYI0
I'MOKOCTb, YeM BUPTYyaJIbHbIE OKPYKEHMSI, UCIIOJb3yeMbie B Ansible Tower.
BbI MOKeTe C JIerKOCThI0 XPaHUTh TeXHUUYECKUi1 moiar Ansible (TpebGyembie
KOHKpPETHbIe BepCcuy, KOHPIUKTYIOm e OMOIMOTEKN U T. [I.) B HECKOJIBKUX
KoHTeltHepaX. Cpe/ibl BBITIOJIHEHMSI MOTYT CO3JaBaTbCs KOMaHIaMM, a He
aIMMUHUCTPATOPOM, UTO MTO3BOJISIET COKPATUTh BPeMSI UX TTOTOTOBKMA.
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[pakTHyeckne pekoMmeHpaLmm

B sTo0it m1aBe MbI IpemjiaraeM BallleMy BHMMAaHMIO HAabOp 000O6IIEHHBIX
MpakTUYeCckX peKoMeHIalnii, HO uMeliTe B BUIY, UYTO MIpaKTUUeCKe pe-
KOMEeHJALMM PeaKo ObIBAIOT YHMBEPCATbHBIMM JIS Pa3HBIX KOHTEKCTOB.
To, uto xoporo ayas Spotify unn Netflix, MoskeT He MOAXOOUTD MIJISI APYTUX
KoMIlaHMii. Hailla rmaBHas 1ieib — 3aCTaBUTh Bac MOAYMaTh O BO3MOKHO-
CTY VICITOJIb30BAHMS TOAXOASIINX BaM pPeKOMeHAALuii M 06CYAUTDb Te, 4YTO
MOTYT BbI3BATh Y BaC 6€CIIOKOICTBO. [IpakTHMUecKue peKoMeHIalu OCHO-
BaHbl Ha TMPUHIMUIAX TPOEKTUPOBAHMSI U OIbITE MCITONb30BaHMsT Ansible
B pas/IMUHBIX YCIOBMSIX. Ha ypoBHe yIipaBieHMs HEOOXOAMMO YUYUThIBATh
0COOEHHOCTM TPYy/ia CIIEeIMaMCTOB-TIPAKTUKOB U OLIeHKM KoMaH DevOps.

lMpocmoma, ModynbHOCMb U cOYemaemMocmes

Maiikn [leXaan (Michael DeHaan) co3pgaBan Ansible mjisi aBTomaTusanum
PYTMHHBIX 3aJ]Ja4 CAMbIM ITPOCTHIM 13 MBICIMMBbIX CTTOCOO0B, TOTOMY UTO XO-
TeJ TPATUTb CBOE BpeMsI Ha UTO-TO 6osiee MHTepecHOoe. Terepb HEOTIBITHBIE
MOIb30BaTeNM MOTYT 3arisiHyTh Ha cailT Ansible Galaxy (https://galaxy.ansible.
com/), OTBICKATh HY)XHbI€ MM DO U KOJUIEKLIMU U B TeUeHMe HEeCKOIbKUX
YacoB OpraHM30BaTh pellleHle HEKOTOPbIX 3alau ¢ MOMOoIlbIo Ansible.

C tex mop kak IeXaan u I'per [leKenurcoepr (Greg DeKoenigsberg) oc-
HOBaIM coobmiecTBO Ansible, oHM 06ayMbIBa/IM U HOPMYIMPOBAIM TTPAK-
TUieckue pekomeHpauyu (https://oreilly/ubBBZ), OmHAKO B AOKYMEHTAUMMU K
Bepcuu 2.10 Ha3BaHMe «IpakTuUueckue pekomeHpanum» (https://oreil.ly/Yp36l)
ObUIO 3aMeHEeHO Ha «COBEThI U pekomMeHaauum» (https://oreil.ly/0pOeP). OHM OT-
MEUaloT, YTO MPOEKTHI C OTKPBITHIM MCXOAHBIM KOJOM C OOJbIeli BepOsIT-
HOCTbIO ITPUBJIEKYT U yAepsKaT YIaCTHUKOB, eC/TU 00/1aaI0T JBYMSI 0COOBIMU
CBOJCTBaMM: BbICOKOJ MOAY/IbHOCTBIO U BBICOKOI 1I€HHOCTbI) BO3MOXHO-
cTeit. Boicokast MoOdyibHOCMb, VU ¢1a0ast C8513AHHOCMb, TIO3BOJISIET CBOOOTHO
pacmmpsiTb BO3MOXKHOCTU Ansible. Boicokas yeHHOCMb 603MOX#HOCMELL, TaK-
5Ke M3BEeCTHAs Kak couemaemocmy, IIO3BOJISIET BbIOVPATH, HAIIPUMED, MEXKIY
Galaxy u Terraform, st mogroroBku MHApPAcTpyKTyphl 1 Ansible K yripas-
neHuto cucremamu. CoueTaeMOCTb TaKke SIBJSIETCSI OAHON 13 OCHOB [lao
HashiCorp (https://oreil.ly/Kohiw).


https://galaxy.ansible.com/
https://galaxy.ansible.com/
https://oreil.ly/ubBBZ
https://oreil.ly/Yp36I
https://oreil.ly/0pOeP
https://oreil.ly/Kohiw
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OpzaHu3syiime KOHmeHm

Wcnonb3yitte GitHub, 4To6BI COXpaHUTH CBOJ KOHTEHT Ansible u ce-
JIaTh €r0 JOCTYITHBIM JJISI IPYTUX.

CoxpaHsiiTe B peo3uTOPUM BCe POJIM, KOJUIEKIIMM, IIPOEKThI U peecT-
PBI.

Cnemute 3a M3MEHEHUSIMM M OIOOpPEHMSIMM C IOMOIIbIO pabouero
rporecca, Takoro Kak GitHub Flow (https://oreil.ly/kgyjK).

VipaBiisiiiTe CBOMMUM 3aBUCUMOCTSIMM: AVCTPUOYTUBAMM, ITAKETAMM,
6MOMMOTeKAMM, MHCTPYMEHTaMMA.

Bosiiie6¢TBO BO3MOKHO, TOTTBKO €C/IM pa3MeCcTUTh (aitabl B HYKHBIX
MecTax.

Mcnonb3yiiTe mpaBuibHble MHCTPYMEHTHI JJjIs1 pabOThI: CHauasa 1o-
MpoOYyiiTe HAITV TOTOBBII MOMY/Ib.

He pelaiiTe CJIOXKHOCTHM € TTOMOIIbI0 Ansible; mompo6yiiTe HamcaTh
Monynib Ha Python.

Omoaensiime peecmpbl om npoekmos

IenaiiTe MPOEKTbl MHOTOPA30BbIMM JIST OOCTYXKMBAHMSI HECKOIbKUX
I10/Ib30BaTeIei.

PaspemaiiTe BiaagenbiiaMm MHPPACTPYKTYpbl OMPEmeNsITh TOCTYIT K
XOCTaM B peecTpe.

Vicrionb3yiiTe peecTpsl C TPYIIIaMy, COOTBETCTBYIOIMMM QYHKIVSM
(M ponsim).

KombuHMpyiiTe MPOEKTHI 1 PEeCTPhI C TOMOIIbIO OTAEIbHbIX PEN03Y-
Topues Git.

Co3smaBaiiTe OKpYKeHMS 0OKATKY JIJIs MICUePITbIBAIOLIEr0 TECTUPOBA-
HUSI TTepe]] 3aITyCKOM.

Vcrionb3yiiTe ajJbTepHATUBHYIO CTPYKTypy Katasiora (https://oreilly/
HHOVX) st ToAroTOBKM K repexony Ha AWX/Ansible Automation
Platform.

Omoensiime ponu u Konnekyuu

[ToMHMUTE, UTO POJIU — 3TO CIIOCOO AaBTOMATMUYECKON 3arpysku Ie-
peMeHHbIX, (GailyioB, 3a1a4, 06PabOTUMKOB ¥ IIAOJIOHOB HA OCHOBE
M3BeCTHOM (aitioBoi CTPyKTyphl. CornaiieHne 0 KOHQUrypaum —
MOII[HbI II1a6/I0H.

OmpenensiiTe IO OMHOMY AeMCTBUIO IJIST KasKI 0 POJINA.


https://oreil.ly/kgyjK
https://oreil.ly/HH0VX
https://oreil.ly/HH0VX
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e Kosmekiuun COCTOAT U3 POJieit, MOLYJIei, IIarMHOB U T. [, TeCTUpyiite
X KaK KOMIIOHEHTHI.
o TI'pynmupyiiTe KOHTEHT IO POJISIM, UTOOBI YIIPOCTUTH COBMECTHOE VC-
MOb30BaHMe C IPYTMMMU MOJIb30BATENISIMMA.
e Ucnonw3yiiTe MmaHudect roles/requirements.yml njst BIpaskeHUsT 3a-
BUCUMOCTEIA.
e OrtnensitTe ponu mpoekTta, obmue ponu u ponu Galaxy. Hacrpoiite
roles_path ZIJISI ITOMCKA 3TUX POJIEIA.
e lcnonb3yiiTe KaTaJoru BepxHero ypoBHsi: ¢daiiibl, abIOHbI JIs JI0-
KaJIbHOM peanu3aluy MabJI0HOB POJIeii.
e 3HauveHMs 10 YMOJIYaHMIO JIETKO MOTYT IlepeoItpeesThCs IT0Ib30Ba-
TeJIeM C ITIOMOIIIbIO group_vars.
o [lepemeHHbIe He MpeaHa3HaUYeHbI [IJISI MU3MeHeHMs 10/Ib30BaTe/leM.
CueHapuu
» CrapaiiTech caenaTh ClieHapuy MaKCMMAaIbHO YI000UNMTaeMbIMU IJIST
HecIelMaJMCTOB (3aMeTKa Ha Oymyiiee).
o [IpencraBnsiiiTe kejaeMoe COCTOSIHME MM TIPOCTOE M3MeHeHMe CO-
CTOSIHMS TeKJIapaTUBHBIM CIIOCOO0M.
» OmpepensiiTe 6e30MacHbIe HACTPOIMKY 10 YMOITYAHUIO AJIS1 HOBUYKOB.
CnenatiTe penieHue 3aay4 IMPOCTBIM AJIs1 BCEi KOMaH/IbI.
e Eciu ecTh MpocTOe pelieHue, UCIOIb3YITe ero.
 JlenaiiTe ClieHapuM BITIOTHSIEMbIMM (CO CTPOKOJ #!), a haiiibl vars — HeT.
Odopmnsgiime koo

dopmaTupyiiTe ClieHapuu B CTUJIe, XapakTepHom a1 YAML .

PenakTopbl BRIOMPAIOT MTOACBETKY CMHTAKCHCA, OCHOBBIBASICh HA pac-
mpeHuu Gainos.

Bcerga maBaiiTe OCMbICIEHHbIE MMeHA CBOMM CIIEHApMsIM, Olepary-
SIM ¥ 3aJ1auaM, YTOObI OGbUIO TIOHSITHO, YTO ¥ KaK BBIITOIHSIOCH TTPU
paszbope XypHaJyoB.

HaunHaiiTe KOMMeHTapu CO 3HaKa peleTKy (#). He 3moymoTpe6sii-
Te KOMMEHTapUSIMM U yCTBIMU CTPOKAMM.

YToO6bI HaITK MPO6IEMbI B KOHTEHTE 10 OTIIPABKU B PEITIO3UTOPUIA,
UCIIONIb3YiTe ansible-lint (https://oreil.ly/HHMti), ansible-later (https://oreil.ly/
zmXW), yamllint (https://oreil.ly/4SW35), SonarQube (https://oreil.ly/07p8h), Pylint
(https://oreil.ly/B6TRI), ShellCheck (https://oreil.ly/vX2mS), Perl::Critic (https://oreil.
ly/hBnfg) 11 J100BIE APYTUe CTaTUYeCKMe aHAIM3aTOPhI Koja (JIMHTEPHI),
MOAXOSIIIMeE 1S Balllero IpoeKTa.


https://oreil.ly/HHMti
https://oreil.ly/zmXVV
https://oreil.ly/zmXVV
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CHabxalime mezamu u mecmupyiime ece, Yymo
MOJIbKO 803MOX(HO

Teru rmomorarT OpPraHM30BaTh BLIIIO/THEHME CIIeHapueB. OHU no3BO-
JIAIOT 3aITyCKaTb MJIM ITPOITYCKATh YaCTU CHEHAPUEB.

Teryt MOTYT TOMOYb B TeCTUPOBaHMMN. [06aBIsIiITE 3314 MOIY/TbHO-
r'0 TeCTUPOBAHMS C TIOMOIIbIO Tera unitTest (https://oreil.ly/kBZYZ).

Wcnonw3yiiTe Molecule (https://oreilly/iTiBY) o751 TeCTMpOBaHMS POJIEIL;
MIPOBEPSIITE Pe3yAbTaThI.

Onucvieaiime xcenaemoe cocmosiHue

VM oeMIIOTEHTHOCTh: OAHA ¥ Ta Ke orepains JO/DKHA AaBaTh OOMH U
TOT 3Ke pe3yJibTaT CHOBA 1 CHOBA .

I‘apaHTMpyﬁTe, YTO HMYEero He MaMeHUTCd, eC/IMM HUUTO He OO/DKHO He
M3MEHUTDBCH.

Hukakoii HeollpeleIeHHOCTH: ONUIINTE sKelaeMoe COCTOSTHUE U UC-
T0JIb3YIiTe TIepeMeHHbIe [IJIs IePeKTI0UeHNST COCTOSTHUSI.

[TormpobyiiTe MOaIePsKUBATD PEXKUM ITPOBEPKIA.

TecTupyiiTe COCTOSIHUS, UCTTIOb3Ys ApaliBep delegated: molecule converge
" molecule cleanup.

Locmaensiime HenpepbI6HO

CrapaiiTech IUTAaHMPOBATD MTOATOTOBKY ¥ pa3BepThIBaHME KaK MOKHO
paHblIIle ¥ KaK MOKHO Yalie.

Vicnionb3yiiTe OOHM U Te Ke CLieHapUM B Pa3HbIX OKPY>KEHMSIX C pas-
HbIMM YYE€THBIMU TaHHBIMMU.

PasBepThiBaliTe M3MeHEHMS BO BCEX OKPYKEHMSX ITOITAITHO U MaKCU-
MaJIbHO HaIMISIAHO ¢ rToMolnbio Tower mianu Jenkins ¢ ARA.
Ncmonb3yiiTe K0UeBOe CJIOBO serial 1 OpraHu3aluy HepepbIBHO-
ro OOHOBICHMS.

O6ecneyusaiime 6e3onacHocme

VYropoctuTte yripaBjaeHue 3amndbpoBaHHbBIMM IepeMeHHbIMM (https://
oreil.ly/15D7z).

He Bxogure B CUCTEMY C IPUBUTIETUSIMU T0O0t. He MCHOHBSYVITE yuerT-
HbIe 3aIINCU CJ'IY)K6 B MHTE€PAKTMBHOM DEXIMME.

Co3pasaiiTe mosb30BaTeNeH M IPYIIbl C MUHUMAaJIbHBIMU TIPUBUIIE-
TUSIMU.

He XpaHUTe YYe€THbI€ IaHHbIE B peeCTpe.


https://oreil.ly/kBZYZ
https://oreil.ly/iTjBY
https://oreil.ly/15D7z
https://oreil.ly/15D7z
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 IlludpyiiTe yueTHbIe JaHHbIE U TOKEHBI C IOMOILbIO ansible-vault.

» Hcrnonb3yitTe uageHTUdUKATOPDI MMGPOBAHMS [IJISI pa3HbIX YPOBHEN
IOCTyTIa.

o JIOKyMeHTUPYIiTe Bce AJIs1 O6IeTYeHnsT ayauTa.
e 3ammmaiite SSH (https://oreil.ly/gTwbw) 11 CBOM CHCTeMBI OT aTaK.

e 3amyckaiiTe ssh-audit (https://oreil.ly/BUwU) OJIs1 IpOBEPKM KPUMITO3AIIM-
ThI (https://oreil.ly/twNOf) SSH.

e TlomymariTe 0 BO3SMOXXHOCTM MCIOJb30BaHMS Kiawoueil SSH, mopmu-
CaHHBIX LIeHTpoM cepTuduraium (https://oreil.ly/J1GUT).

Koumponupyiime pazeepmeolieaHue

» CosmaBaiiTe 1 XpaHUTE MaKeThl IPOTPAMMHOTO 00ecIieueHIsI B perno-
3UTOpUM, TaKOM KakK Nexus (https://oreilly/XOHiB) mmu Artifactory (https://
oreil.ly/kI9AZ).

 BBINyCK ITPOrpaMMHOTO0 o6ecreueH s — 3TO LIeJIOCTHBIN 9Tarl, a He T1e-
penaua 6aiiToB.

» VmpasnsiiTe KOHQUTrypalyei MpUIoKeHU i C TOMOIIbIO IIEHTPaIN30-
BaHHOJ CUCTeMbl Uu pabouero rpoiecca Git.

» Co3sgaBaiiTe IBIMOBBIE TECTbI, UTOOBI MIOATBEPAUTD 3AIYCK U MTPOBE-
PUTD IPaBUIIBHBIN MTOPSJOK 3aITyCKa.

OueHusatime 3¢p¢pekmueHocmeo

Ecnu BbI pyKOBOAMTE/Ib KOMAaH/Ibl, CKDaM-MacTep, Biaaeel IPOAyKTa UIn
MHOJ YYaCTHUK MTPOrPAaMMHOTIO TIPOEKTa, TO BaM MOHAL00SITCS KPUTEPU
oueHkM. CALMS - 3T0 rtaTgopma, olleHuBalo1ast CioCOOHOCTh BHEAPSTh
npoueccel DevOps, a Takke crocod M3MepeHUs YCIENIHOCTU BHeApe-
Hust. [Ixke3 Xam6n (Jez Humble), coaBrop kuuru «The DevOps Handbook»
(IT Revolution Press)!, mpuayman a66pesuatypy CALMS, KoTopasi 03Ha-
yaeT «Culture, Automation, Lean, Measurement and Sharing» (KynbTypa,
aBToMaTu3auus, 6epexanBoe MPOMU3BOACTBO, U3MepeHue U COBMeCTHOe
MCIIO/Ib30BaHMeE).

Habop kmtoueBbIx mokasartesneit 3h(@eKTMBHOCTY BHe[peHMs IepeoBOTO
oTIbITa B 06/1aCTM Pa3pabOTKM MTPOrpaMMHOTO 06ecIieyeHus BKIIOUaeT:

compyoHuuecmaeo:

TeJISITCSI JIV YWieHbl KOMaH/Ibl TEXHUUECKMMY 3HAHUSIMU MeXIy co00it
Y HaCKOJIbKO aKTMBHO KOMaHJia COTPyAHMYAET C APYyTMMM KOMaH1a-
MU [IJISI UHTeTPpaluuy IIPUIOKEHMI M OKPY>KeHUI?

U Iweun Kum, Tampux [e6ya, Ircon Yunnuc u Inces Xamb6. «<PyKoBoacTBo 110 DevOps». ManH, VIBaHOB 1

Dep6ep (MU®D), 2018. ISBN: 978-5-00100-750-0. — [pum. nepes.


https://oreil.ly/gTwbw
https://oreil.ly/BIJwU
https://oreil.ly/twN0f
https://oreil.ly/J1GUT
https://oreil.ly/XOHiB
https://oreil.ly/kI9AZ
https://oreil.ly/kI9AZ
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asmomamu3dauuro:

aBTOMaTMU3MpyeT I KOMaH/1a [IPo1ecC pa3BepPThIBAHMS IIPUIIOKEH U
Y OKPY>KeHUI1?

KyJemypy:
CTPEMMTCS JIM KOMaHJia K COBEPIIEHCTBOBAHMIO U VCIIOJb30BAHUIO
repeIoBbIX METOIOB M OOIIMX IMTPUHIIUIIOB IIPY CO3IaHMM Y HACTPOIA-
Ke TIPUJIOKEHUI Y OKPY>KEHUTA?

usmepeHue:

MOATBEPKAAET I KOMaHAa QYHKIMOHAIbHBIE Y He(QYHKIIMOHATbHbIE
Tpe6oBaHMs (ABTOMATUUECKM) ITepe]] pa3BepThIBaHUEM ITPUIOKEHUI
B IIPOMBIIIIEHHOM OKPYKeHUM?

COBMECMHOE UCnojib308dHue:

mpeaoCTaB/IdET JIM 1 ITI0JTy4daeT Jit KOMaHda O6paTHYIO CBA3b, Heo0Xo-
OVIMYIO IJISI KOHTPOJIA Hal pellieHUAMM, KOTOPbIMM OHa ynpaBnﬂeT?

KoumponbHele nokazamenu

Hapsexxaniero IIpMMEHEHMS IMPaKTUUYeCKUX peKOMEH}IaLU/Iﬁ OOJIDKHO OBITH
OOCTAaTOYHO OJId pelleHNMA BCeX CIEAYIOMMX Hp06JIeM.

e MOKHO /I TOUHO BOCIIPOM3BECTU JII060€e M3 OKPYKeHMIi, BKIHOUast
BEpCUIO OIepaIMOHHON CUCTeMbl, KOH®uUrypamnmo cetu, crek I10,
pa3BepHYTOE B Heli MpWIOKeHMe U ero KOHPUTrypaumuio?

 Jlerko i BHOCUTD JOTIOIHUTEIbHbIE M3MEeHEeH NS B JIF000J 13 OT/He/b-
HBIX 3JIEMEHTOB M Pa3BEepHYThb 3TO M3MeHeHMe B JII0O0M MM BO BCEX
OKpY>KeHMSIX?

e Jlerko Jiu yBUIeTh Kaxkgoe M3MeHeHe B KOHKPETHOM OKPYKeHUM U
MPOC/IEANUTH €T0, UTOObI TOYHO OIPEeINThb, YTO 3TO 3a M3MEHEHMe,
KTO ero BHec 1 Korga?

» BbIMOMHSIIOTCS JIX BCe IEJCTBYIOIIE HOPMATVBHbIE TpeOOBaHMS?

e CMOXEeT /Y KaXIbIii WIeH KOMaH/IbI C JIErKOCThIO MOTYIUTb HEO6XO-
oMyl MH(GOPMALMIO M BHECTM M3MeHeHus1? Wiy Hallla CTpaTerus
MernaeTt 3G GeKTUBHOI JOCTaBKe, YBeIMUMBAsE BPeMsI IIVIK/IA U YXYI -
1ast OGpPaTHYIO CBSI3b?

« BosHMKaeT iy OlIyIlleHMe SHTy31a3Ma Y HOBOT'O WieHa KOMaH/Ibl TPy
npueMe Ha paboty?

3aknroyumesibHbie c/108d

HanucaBs Bce 3T CTpaHUIIbI, MbI BPSIA, JI MOKEM YTBEPXKAATh, UTO B CMOXKEe-
Te U3yunTh Ansible 3a nBa yaca 1 Ha TpeTunii pasBepHyTh NGINX 1 Postgres,
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HO T0C/Ie TPOUYTEeHMsT KHUTU «3amyckaeM Ansible» Bbl MokeTe monmpo6oBaTh
HAy4YUTh CBOMX KOJIJIET TOMY, UeMYy HayUUJIUCh CAMM, WU JaKe TTOHeIUTbCs
IEeMOHCTPAIMOHHBIM ITPOEKTOM C TPYIIION eOMHOMBIIIIeHHUKOB. C006-
mecTBoO Ansible sBisieTcst rmo6anbHbiM! EC/Iv BbI pelnTe MpuUCOeaMHUTD-
Cs1 K HEMY, TO IIPOCTO MOCETUTE CTpaHUIly coobimectBa Ansible (https://oreil.
ly/7KNaF). YyacTHuKM ITpoekTa Ansible yacto nocemiatoT kanansi IRC, GitHub,
Discord u Reddit myist mogaep>kKu IUCKyCcCHUit M OKa3aHMsI TOMOIIINA.

Ecnu psimom ¢ BamMy HET MeCTHOI I'PYMIibl eAMHOMBIIIJIEHHUKOB, TO CO3-
naiite ee. ECiM OHa HeakTMBHA, TO MOCTapaniTeCh BO3POAUTDL ee. IMeHHO
Tak bac Hauvas cBow JesiTeibHOCTb B rpymiie Ansible Benelux Meetup B
2014 romy. BcTpeun eqMHOMBIIIIEHHUKOB — 3TO OTJIMYHBINA CITOCOO Y3HATh
YTO-TO HOBOE U TTO3HAKOMMUTHCS C JIIOAbMM, MMEIOIIMMM 00Iye MHTepe-
cbl. bac ¢ TeryioToi BCMOMMHAET AMCKYCCUM, TeMOHCTPAlMM U CEMMUHApBDI,
KOTOpbIe TTPOBOAVIIMCH B Pa3HbIX MecTax AMcrepgama. Crracubo BceM, KTO
y4acTBOBAJI BO BCTpeyax!

Hoporue unutaTenu, Mbl HaJleeMcsl, YTO Bbl OTYUMIN TO, UTO UCKAIU, U
IOCTAaTOUYHO y3Hanmu 06 Ansible, 4TOObI IPUCTYNUTD K PEIIeHMIO CTOSIIINUX
nepez BaMu 3a/1au.

Yoaun!


https://oreil.ly/7KNaF
https://oreil.ly/7KNaF
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06 n3obpaxeHnn Ha 06N0XKKe

Ha o6nosxkke «3amyckaem Ansible» m3obpakeHa KopoBa TOMIITUHO-(PU3-
ckoit moponsl (Bos primigenius), Kotopyio B CeBepHOII AMepuKe 4acTO
Ha3bIBAIOT TOJIITUHCKON, a B EBporne — ¢pusckoit. OHa 6blIa BbIBEIEHA B
EBporne, B Hungepnasgax, ¢ 1e/ibl0 MOTYYUTh KOPOB, IUTAOIIUXCS UCKITIO-
YUTEIbHO TPABO — CaMblii OOTaThIii pecypc B 3TOM paiioHe, — B pe3y/bTa-
Te Yero moayuymsaach yepHo-6esast mosouHas nopoga. l'onmtuHo-dpusckas
ropopa 6sia 3aBe3eHa B CIIIA rme-to mexkmy 1621 u 1664 romom, HO OHA He
BBI3bIBAJIa MHTEPECA Y aMePUKAHCKUX CeIeKIMOHepOoB 0 1830-X romoB.

JKuBOTHBIE 3TOV MOPOABI OTIMYAIOTCS KPYIMHBIMM pasmepamMu, YeTKU-
MM YepHBIMU U GebIMU TSITHAMM U BBICOKOV MPOAYKTUBHOCTHIO MOJIOKA.
YepHo-6enasi OKpacka SIBJISIeTCS pe3yJabTaTOM MCKYCCTBEHHOTO OoTOopa ce-
nexkuymoHepamu. TessiTa pokmalOTcsl KPYIMHbIMM, Becom 40-45 Kr; 3pesbie
TOJIIITUHIIBI MOTYT HocTuUrath B Bece 580 kr u B xXonke mo 1,5 M. ITonoBast
3peJIoCTh y 3TO¥ IMMOPOIbI HACTYIIAeT B Bo3pacTe 13—15 mecsiieB; Cpok 6epe-
MEeHHOCTY AjIuTcs 9,5 Mmecsiia.

KopoBbI 3T011 mopopb! AatoT B cpegHeM 7600 1 MoIOKa B rof,; IPOIYKTUB-
HOCTb IIJIEMEHHBIX JXMBOTHBIX MOXeT gocturatbh 8100 1 B rof, a B TeueHNe
SKM3HU MOTYT IIPOM3BOAUTb A0 26 000 1.

B cenTs6pe 2000 roma romTUHIIBI OKa3aJMCh B IEHTPe SKapKUX AUCKYC-
cuii, Korma kommnanus Hanoverhill Starbuck kioHMpoBaia 0gHO JXMBOTHOE
13 3aMOPOKEHHBIX KJI€TOK COeAMHUTEIbHOV TKaHU, B3SIThIX Y HETO 3a MeCSI],
o cMepTu. KIIOHMPOBAHHBI 9K3eMIUISIp MTOSIBUIICS yepes 21 rom u 5 mecsi-
1LIeB T0C/Ie POKAEeHMS OpUTMHAIA.

MHorue >kKMBOTHbIe, M300paskeHHbIe Ha OOJIOXKKAaX KHUT M3JaTesbCTBa
O’Reilly, HaxopsiTCcS TIOA, YTPO30¥i BEBIMMPAHMSI; BCE OHM OUY€Hb BAKHBI JIJISI
6mocdepsl.

M306paxkeHue s 0GJIOXKKM B3SITO U3 BTOPOTO TOMA SHIMKIoneanu Jn-
nexkkepa (Lydekker) «Royal Natural History».
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--limit pnar 186
--list-tasks napametp 135
--list-tasks dnar 183
--start-at-task dnar 246
--syntax-check napametp 298
--syntax-check dnar 182
--tags first apryment 247
--user ¢nar 176
napametp --start-at-task 69
dnarv -l --limit 239
ansible_play hosts BcTpoeHHas nepemenHas 124
ansible role_ansible 415
ANSIBLE_ROLES PATH nepemeHHas okpyxeHus 188
ansible role ssh 415
ansible-runner 456
Ansible Runner uHctpymenT 29
Ansible Tower 436
BEPCMS C OTKPbITHIM UCXOAHBIM KOAOM 443
nnaruH ang Jenkins 421
Ansible Tower CLI 451
ansible_user nepemeHHas 176
ANSIBLE_VAULT PASSWORD _FILE nepemeHHas
OKpYXeHus 236, 332
ansible-vault komanga 234, 235
ansible_version BcTpoeHHas nepemerHas 124
ansible web -vvv -m ping komManga 172
Ansible v Docker 276
ansible komanpa 42
ycraHoBka cepsepa NGINX 46
Gnar -vwvv 42
dnarn-an-m 69
®narn b n --become 45
Apache CloudStack 231
apt-cache nporpamMma 140
apt-get update komanga 141
apt aucnetyep naketo 139
apt mogynb 139
cache_valid_time apryment 141
ARA Records Ansible 357
argument_spec napametp 379
assert mogynb 179
authorized_keys mogynb 175
Automation Controller 442
Automation Controller 4 439
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Automation Hub 439

AWS ACCESS KEY D nepemeHHast okpyxeHus 321, 332

AWS (Amazon Web Services) 326
aws_centos_image nepemeHHas 321
AWS REGION nepemeHHas okpyxeHus 341
AWS REGION nepemeHHas okpyxeHus 321
AWS SECRET ACCESS KEY nepemeHHas
OKpYXeHus 332
AWS _SECRET_ACCESS_KEYnepemeHHast
OKpyxeHus 321
AWX 443
AWXAWX 451
CO3iaHMe opraHm3aumm 452
yCTaHoBka 451
Azure 319, 328

rpynna pecypcoB 1 y4eTHas 3anuch XpaHuamila 319
uaentdukatop noanuckm Subscription ID 319

B

Bash

CO3aHMe MOfyna Ha 389
become BbipaxeHue

fo6asneHne become: true B 3apauy 140
become napameTp (8 onepauusx) 68
binary_data napamerp 384
block BbipaxeHue

06paboTka owmnboK ¢ nomowbto 230

onpeaeneH1e apryMeHTOB W YCI0BuiA A 3ada4 230

Boto3 6ubnuoteka ans Python 333
Bourne Shell komaHgHas obonouka 89
build_ignore dunstp 310
bypass_checks napametp 382

C

callback_enabled napamerp 360
callback_whitelist napametp 360
Canonical 345
can_reach mogynb 368

peanusauus Ha Python 373
Cent0S7 322
changed_when Bbipaxerune 205
changed_when kntoyeBoe cnoso 115
changed kmtoy 115
check_invalid_arguments napametp 380
check_rc napametp 383
chmod +x komanga 101

Chocolatey aucnetyep naketoB 269
Chocolatey aucnetuep naketos ans Windows 266
choices napametp 376, 377
clear facts komanpa 254
clear_host_errors komMaHga 254
close_fds napametp 383
cmd knoy 115
CNAME 3anucb (DNS) 217
collections kntoueBoe cnoBo 307
collectstatic komanga 153
command mMogynb 44, 115
configuration-as-code (casc) 429
connection: local

BblpaxeHue 248
ControlMaster 393, 395
ControlPath 393, 395
ControlPersist 393, 395
copy Mogynb 198

validate BbipaxeHue 400
cowsay nporpamma 61
createdb komanga 153, 205
crontab -l komaHpa 161
crypto_policy: STRICT 417
Curve25519 kpunTorpadmyeckas anmnTUyeckas

kpusas 397

cwd napametp 384

D

database_host nepemenHas 287

database_name nepemenHas 189

database_user nepemeHHas 189

database, ponb Ans pa3BepTbiBaHMs 6a3bl AaHHbIX 191

data napametp 383

db_pass nepemenHas 150, 194

debugger kntoueBoe cnoso 177

debug vjlekm 177

debug mogynb 114

debug nnarud 170

defaults karanor 188

default napametp 376, 377

default punbrp (Jinja2) 208, 209

delegated ppaiisep (Molecule) 291

delegate_to BoipaxeHue 239
ucnonb3osanue ¢ Nagios 242

deprecated _aliases napametp 376

desired_state nepemeHHas 293

division dyHkuma 231
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Django
npuMep pa3BepTbiBaHWA NpuUoxeHus 92
django_manage komaHga 153
django-manage komaugbl 205
changed_when v failed_when BbipaxeHus 205
DJANGO_SETTINGS MODULE nepemeHHas
OKpyxeHus 156
Django-npunoxeHus
TECTOBOE NpunoxeHue Mezzanine 130
DNS
npeobpa3oBaHue AOMeHHbIX UMeH B IP-appeca 217
dnspython naket 217
Docker 312, 428
APl ynaneHHoro ynpasnexus 274
KM3HEHHBIN LKA Npunoxenus 275
KOHTEHepbl Kak CTpouTeNbHble bnoku 274
06pa3 Docker GCC 11 323
noprotoBka 49
peecTp 06Lea0CTyNHbIX 06pa30B KOHTelHepoB 274
Docker Compose uHcTpyment 281
docker_compose mogynb 281, 282
docker_container mogynb 277
cleanup napametp 289
JOKyMeHTauus 276
Dockerfile 278, 312
Docker Hub 275
docker_image_info Mmogynb 283
docker_image mogynb 279
Docker, Inc. 274
docker_login mogynb 280
docker apaiisep (Molecule) 296
docker MHCTPYMEHT KOMaHAHOW CTPOKK 277
docker ps komanga 277
domains nepemenHas 150, 211

E

ec2_ami_info vjlekm 345
ec2_vpc_igw mopynb 353

ec2 vpc_net Mogynb 353
ec2_vpc_route_table mogynb 353
ec2_vpc_subnet Mogynb 353

ec2 moaynb 348

EDITOR nepemeHHast okpyxeHus 235
elements napametp 376
end_batch komaHga 254
end_host koMaHga 254
end_play komanaa 254

enp0s8 untepdeiic 223

environment Bbipaxenue 154
error_on_missing_handler napametp 259
executable napametp 90, 383

F

Fabric
CLeHapuii pa3BepTbiBaHMs TECTOBOMO MPUIOXKEHUS
Mezzanine 132
fact_caching peanuzauns 402
failed_when Bbipaxenune 205
failed dpunbrp B aprymente 209
fail BbipaxeHne 205
fallback napametp 376
file 3apava 229
file mopynb 159
file noacraHoBKa
MCMONb30BaHME Kak KOHCTPYKLIMW LMKNNYECKOro
BbINONHEHNs 223
FilterModule knacc 212
filter_plugins katanor 211
FIPS:OSPP kpuntononutuka 415
flush_handlers komaHga 253
for umkn 151
free ctpaterns 249

G

gather facts Bbipaxenune 401

Ghost npumep npumenenns 277

Gitea 421, 423

git Mogynb 142

Git cuctema ynpaeneHus Bepcusmmu
.gitignore (aiin B peno3utopuu Git 138
W3BneYyeHne NpoekTa u3 penosutopus Git 141

Google Cloud Platform (GCP) 317

Google Kubernetes Engine 274

Go Operators 274

Goss 302

group_by mogynp 110

group_names BCTPOEHHasi nepeMeHHas 124

groups BCTpOeHHas nepemenHas 124, 125

group_vars/all/next katanor 235

group_vars katanor 99

Gunicorn (cepsep npunoxenuit) 133

H

handlers katanor 188
HashiCorp Terraform 328
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Helm Charts 274
hostmanager nnarut (Vagrant) 50
hostvars BcTpoeHHas nepemenHas 123, 124

host_vars katanor 99
HTTP

cepsep paspabotku ana Mezzanine 133

ignore_errors BblpaxeHue 240
ignore_errors kntoyeBoe cnoso 116
image_id napameTp (Amazon EC2) 341
include_role Bbipaxenne 229
include_role kntoueBoe cnoso 227
include_tasks kntouesoe cnoso 227
include_vars knioueBoe cnoso 227
INJECT_FACTS_AS_VARS napametp 118
insecure_private_key darin 215
instance_type napametp (Amazon EC2) 341
inventory_hostname_short BctpoeHHas
nepemeHHas 124
inventory_hostname BCTpoeHHasi nepemenHas 124, 125
inventory_hostname nepemenHas 59
IP-appeca 151

J

Java

Jenkins 426

MalLMHA An9 pa3paboTku Ha Java 267
Jenkins 421, 426

u Ansible 428

koH@urypaums Jenkins kak kog, 428

Jinja2 mexaHu3m wabnoHos 75

oduumMansHas oKyMeHTauus 76
job-dsl nnarun 431
join dunerp (linja2) 211
JSON

(aiin ¢ HaCTpoiiKaM¥m rocTeBbIX cucTeM 52
junit nnaruH 362

K

Kerberos 262

key_name napametp (Amazon EC2) 341
Kickstart 312

Kubernetes 274

L

label BblpaxeHue 225

length dunbtp (linja2) 180
listen BblpaxeHue 255
locale_gen mogynb 148
loop kntouesoe cnoso 220

M

manage.py poll_twitter komanga 161
manage.py cueHapuii 152
max_fail_percentage Bbipaxenue 230, 244
meta katanor 188
meta mMoaynb

NPUHYOUTENbHBIN 3anyck 06paboTumkoB 253
mezzanine

OpraHu3aums ycTaHaBAMBaeMbix Gannos 136
mezzanine, po/b Ans pa3BepTbiBaHus Mezzanine 195
Mezzanine cucTema ynpasnexust KOHTeHTOM 130
Mezzanine (TectoBoe npunoxeHue)

pa3BepTbiBaHKe C NOMOLLbI0 Ansible

BbIBOJ, CMMCKA 3afay 135

pa3BepTbiBaHMe C NOMOLLbI0 poneii 189
Microsoft Azure Resource Manager 447
migrate koMaHaa 153
Miniconda 295
Mitogen ans Ansible 401
Molecule 290, 455

KomaHabl 297

cueHapum 293

ynpaeneHue KoHTeliHepamu 295

YCTaHOBKa W HacTpoiika 290
molecule cleanup KomaHaa 293
molecule converge komanga 293, 298
molecule init rjvfylf 298
molecule lint komanga 299
molecule prepare komaHga 298
molecule test komanaa 293
msg nepemMenHas 373
mutually exclusive napametp 376, 380

N

Nagios cuctema MoHuTopuHra 242
nevercache_key nepemenHas 150
NGINX

Be6-cepsep 133

KaK peBepCuBHbI Npokcn 134

npuMep CLeHapus ANs YCTaHOBKM W HACTPOIKM

Be6-cepsepa 57
co3gaHue WwabnoHa ¢ KoHUrypauueit 75
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ycraHoeka B Ubuntu komanpoit ansible 46
no_log napametp 376, 379
notify Bolpaxenue 255
npm start koManga 287
NTP (Network Time Protocol) npotokon ceTeBoro
Bpemenun 200

o

OpenShift Online 274
OpenSSH 177, 392
openssl komanga 161

chdir napametp 161
options napameTp 376
OSPP 414

P

Packer 416
co3paHue obpasos 312
Vagrant VirtualBox VM 312
cueHapwit Ansible 322
Paramiko bubnuoreka 106
params C10Bapb 375
PasswordAuthentication no 175
path_prefix napametp 384
ping MOZynb, BbI30B 42
pip freeze komanga 145
pip MOZYb
yCTaHOBKa nakeTos Python 143
postgresql_db moaynb 148
postgresql_user mogynb 148
PostgreSQL 6a3a aaHHbIX 133
PowerShell 263
Get-WindowsFeature 269
onpegenexue sepcun 264
CLieHapuil Ang yCTaHoBKM noagepxku Ansible
8 Windows 265
PreferredAuthentications 397
pre_tasks u post_tasks
obpabotunku B 251
Private Automation Hub B Ansible Automation
Platform 2 440
proj_name nepemenHas 150
ProxyJump Hactpoika xocta-6actuoHa 177
PublicKeyAuthentication 397
Python
Boto3 bubnuoteka 333
Molecule, hpeitMBOpK TeCTUpOBaHWS poneit
Ansible 290

WinRM 6ubnmnoreka 262
R

rcknoy 115
Red Hat

Quay peectp 275
Red Hat Ansible Automation Platform 306
Redis 212

umuTaums knactepa Redis Sentinel B CentOS 7 296
refresh_inventory koManga 254
region napametp (Amazon EC2) 341
register sbipaxeHue 205
register kntoyesoe cioso 114
registry_url napametp (moayns docker_login) 280
remote_user nepemeHHas 176
repo_url nepemenHasn 142
required_by napametp 376
required_if napametp 376
required_one_of napametp 376, 381
required_together napametp 376
required napametp 376
requirements.txt daitn 144
requirements.yml daitn 308
requiretty 399

disable-requiretty.yml daiin 400
rescue BblpaxeHue 232
restart nginx obpaborunk 156
restart supervisor o6pabotuuk 156
RESTful API 449
result.out nepemennas 208
roles_path napametp 188
root nonb3osarens 45

S

script mogynb 198
MCNONb30BaHWE BMECTO HanMCaHWs COOCTBEHHbIX
mopyneii 368
secret_key nepemenHas 150
secrets.yml Gann 4ns TeCTOBOrO NPUAOKEHMS
Mezzanine 138
security_group napametp (Amazon EC2) 341
serial BblpaxeHue 230, 243
nepeaaya YMcna Xoctos 244
service_facts mogynb 121
set_fact mogynb 123
setup Mogynb 119
ncnonb3oBanue ans cbopa daktos BpyuHyto 240
napamerp filter 120
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shebang (#!) 83
shell mogynb 115
sleep_seconds nepemeHHas 248
SOAP-nopo6Hbii npotokon nosepx HTTPS 262
SonarQube 421, 425
Sonatype Nexus 275
Sonatype Nexus3 421
SSH
vagrant ssh-config komanga 39, 87
eLle 0 HacTpoiike
pekoMeHaaLmm o Bbibope naroputMoB 396
MCNONb30BAHMIO OAHOTO KIKYA 151 BCEX XOCTOB
B Vagrant 86
KNoHMpoBaHue penosutopus 142
nopsoK paboTbl € 3aKPbITbIMK Ktouamu B Va-
grant 40
ssh-add komaHga 142
ssh-agent komaHga 142
ssh_args 397
ssh-audit 416
ssh-copy-id komMaHga 175
sshd_config 397
ssh-keygen komanga 176, 397
ssh -v komaHga 172
ssl_certs_changed cobbite 260
ssl ponb 260
stat mogynb 116
BbI30B 1 NpoBepka ycnosuit 181
stderr kmoy 115
stdout_callback napametp 356
stdout_lines knoy 115
stdout kmtow 115
StrictHostKeyChecking napametp 176
sudo MHCTpyMeHT 45
sudo ytunuta 399
Supervisor aucnetyep npoueccos 134
surround_by quotes dyHkumus 212

T

t2.micro Tvn 3k3emnnapa (Amazon EC2) 341
Tailscale VPN 177

tasks_from BbipaxeHue 229

tasks katanor 188

TCP-coketbl 278

templates karanor 188

template mogynb 161, 198, 214

TestInfra 304

tls_enabled nepemeHHas 157
TLS (Transport Layer Security) 72
tower_inventory 453
tower_inventory source 453
tower_project mogynb 453
try-except-finally napagurma 231
TXT 3anmco (DNS) 217

type napametp 376, 378

U

Ubuntu
obHoBNEHMe Kelwa Aucnetyepa naketos apt 140
until knoueBoe cnoso 220
uri Mogynb 79
use_unsafe_shell napametp 384

\'

Vagrant
Vagrantfile 51
3anyck BupTyanbHon MawmHsl Windows B Virtual-
Box 295
3aNyCcK pa3nuyHbIX AUCTpUOyTMBOB Linux B
VirtualBox 51
nnaruubl 50
MOArOTOBKA CEPBEPOB A5 IKCNEPUMEHTOB 37
co3aHue 06pa3os ¢ nomowpio Packer 315
yO06HbIe HACTPOIKK
nepeazpecauus noptos 47
vagrant destroy --force komaHaa 85
vagrant destroy komanga 46
vagrant ssh komanga 39
vagrant status komaHga 104
vagrant up focal komanga 53
vagrant up --provision komaHaa 50
vagrant up komaHga 50
vagrant apaitsep (Molecule) 295
vars files cexuus 112
vars katanor 188
vars cekums 112
Vault
WrdpoBaHue KOHQUAEHUMANbHBIX aHHbIX 234
Vault-ID uoeHtudukatop wudposaHus 236
VirtualBox 38
HacTpoika 51

w

wait_for mogynb 348, 367
wait napametp 348
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win_chocolatey mogynb 267
Windows ang Linux (WSL2), nogcucrema 36
Windows-xocTbl, ynpanenue 262

PowerShell 263

ynpaenexue 06HoBneHUAMM BesonacHocTn 271
win_ping mogynb 265
win_user Mogynb 269
with_dict KOHCTPYKLWS LIMKNMYECKOrO BbINONHeHs 222
with_items Bbipaxenne 221
with_lines KOHCTPYKLWS LIMKAMYECKOrO BbinonHeHmns 221

Y

YAML 61
KOHeL, OKyMeHTa (...) 62
Hayano foKyMeHTa () 62
OTCTYMbl M NPO6eNbHble CTPOKK 62
CMHTAKCMC OMpELeNeHns apryMeHToB As
mopyneit 70
yamllint 299
yamllint uHcTpymMeHT 66
yaml nnarun 356

A

aBTOMaTM3aumsg 463

areHTbl cbopku 430

aktuBaums koHdurypaummn NGINX 159

apxutekTypa Ansible Automation Platform 2 441

ACMHXPOHHOE BbINOHEHME 3334 C MOMOLLbI0
async 406

b

0a3bl JaHHbIX
HacTpoika MawuHbl ¢ MySQL 284
0a3bl aHHbIX ynpaBneHns KoHdurypauuamu (Configu-
ration Management DataBases, CMDB) 101
6e3onacHoctb 412
3alLMLLEHO, HO He BesonacHo 414
Hynesoe fosepue 419
conHeyHble UT-pecypcbl 418
TeHesble UT-pecypcbl 418
bnoku
B YAML 65
6n104Hble XpaHuMWa 327
bynesbl BbipaxeHus B YAML 63

B
Be6-cepaepbl
pa3sepTbiBaHue 286
Bepudukatopsl 301
Ansible 301
Goss 301
TestInfra 301
BMPTyanu3aums
annapaTHoro obecneyenuns 273
kaK GopMa KoHTeliHepu3aummn 273
OnepaLnoHHOM cucteMbl 273
BMPTYyasbHble yacTHble obnaka (Virtual Private Cloud,
VPC) 339
BOCbMepHYHble yncna 144
BbIBOZ, 3Ha4€HMI nepeMeHHbIx 113
BbIBOZ CMMCKA 33434 B cLieHapun 135
BbINONHEHWe 00paboTuMKoB No cobbiTaM 255
cnyyaii SSL 256
BbICOKAsi MOAYNbHOCTb 458
BbICOKAS LLeHHOCTb BO3MOXHOCTeH 458

r

runepsu3opbl 38, 273
rpynnbl 90
rpynnupoBka rpynn 95
rpynnbl 6e30MacHoCTy
Amazon EC2

napametpbl 344
A

LEKNApATUBHAA MOZENb KENAEMOrO COCTOSHMUS
pecypcos 328
JuanasoHbl 96
LMHAMUYECKas HBEHTApU3aLLMS
Amazon EC2 334
nVPC 355
aucnetyep pecypcos Azure 102
AMCeTYepbl NakeToB
Conda 294
[LOKYMEHTaLUS
no mogynsm Ansible 70
AOMALLHKe NUTOMLbI 1 CTafo 96
AOCTaBNANTE HenpepbiBHO 461
Aparisepbl 291
Apaiisepbl ans Molecule u ux 3aBucumoctn 291

X

xenaemoe coctosiHme 293
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3

3aBUCMMOCTH
B npoekTax Python 144
npumep daina requirements.txt 145
3aBucumble ponn 200
3afiaum
B onepaumsix 69
BbIOOp AN 3anycka 246
BbINOJIHEHME Ha YNpaBNAloLLEA MalnHe 239
O[HOKpaTHbIM 3anyck 245
(GUNLTPbI ANt BO3BPALLIAEMbIX 3HaueHuin 210
3anpoc MHhOpMaLmMm 0 NokanbHOM obpasze 283
3anyck koHTeliHepa Docker Ha nokanbHoOM MatunHe 277
3aMycK npuMepa CLeHapust NS YCTaHOBKM ¢
Hactpoiku cepeepa NGINX 60
3anycK cueHapues Ha Python B KoHTekcTe
npunoxexus 153
3anycK CLeHapua Ha MawuHe Vagrant 167
3aperncTpupoBaHHble nepemMeHHble 114
3HaYeHWs UCTUHHOCTM B CLieHapusX 63

n

naeHTMGUKaTop KNoya foctyna (access key ID) 332
U3MeHeHue cLeHapus Ans noaaepxku TLS 72
usmepexune 463
UMMOPTUPOBAHME W NOAKNOYeHNe 227
include_tasks kntoueBoe cnoso 227
IMHamuueckoe 228
3314 C MAEHTMYHBIMU apryMeHTamn 227
NOAKN0YeHNe ponen 228
WHTENNeKTyanbHas aBToHoMMS 418
WHTeNNeKTyanbHbI coop dakToB 402
MHTEPNONSLMS NnepeMerHbIX 113
uHTepnpetatopbl 90
UHOpacTpykTypa Kak ycnyra (Infrastructure as a
Service, 1aaS) 326
MCNoNb30BaHMeE poneii B cueHapuax 189

K

katanoru
CTpyKTYypa Katanoros ans Ansible 38
CTPYKTYpa Katanoros Konnekuui 309
kauyecTso koja 425
konnexumn 291, 306
BbIBOZ, CriMcka 308
MCnonb3oBaHme B cLeHapuax 309
NOAAEPKKM 0BNaUHbIX CTyX6 329

NpoCTpaHcTBa UmeH 307
pa3pabotka 309
komangbl 205
BbIMOJIHEHME MO OfHON 246
otmnagumka 178
kommeHTapuu B YAML 62
KOHBEWepHbIi PeX1M
BK/tOYeHne 398
KOHKATeHaLys CTPOK C NoMOLLbto onepatopa + 217
KOHTelHepu3auus 273
KOHTeiHepbl
3anyck Ansible B 37
3anyck B Kubernetes 274
YaneHue KoHTeitHepoB 289
KOHTPO/MpY/iTe pa3BepTbiBaHue 462
KOHTPO/IbHble NoKa3aTenu 463
KOHMrypaums
npoBepka nepes nepesanyckom 254
kpuntonoautuka FIPS 415
KynbTypa 463
KelumMpoBaHue peectpa
Amazon EC2 336
kewwuposaHue daktos 401

M

MeTakoMaHabl 254
MOLienu noanucku 442
mogynu 70
docker * 274
BbI30B BHELLHWX kOMaHp, 383
nokymeHTauums ans 70
MMeHa 1 apryMeHTbl B 3aga4ax 69
nopaepxku Windows 266
mynbtunnekcuposanue SSH u ControlPersist 392
BK/KOYEHME MyAbTUNAEKCMPOBAHUS SSH
Bpy4Hylo 393

H

HaCTponKa KOHUIYPaLMOHHBIX GainoB cnyx6b 156
HACTPOMKaA NPOMbILNEHHOTO OKpYXeHus 54
HaCTPOIiKu
HacTpoiku Vagrant 46
HenpepbIBHash MHTErpaLVs 1 HenpepbIBHas LOCTABKA
(Continuous Integration/Continuous
Delivery, CI/CD) 421
HenpepbiBHas uHTerpauus 421
obkatka 434
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o

obecneunsaitTe besonacHoctb 461
o6nacTb npumeHerus Ansible 22
obnayHas uHdpacTpyktypa 326
uHTepdencyl nonb3osarenen 326
noarotoska 327
o6nayHble obpasbl 316
obpabotunku 77
BaXHble PakTbl 0 78
ynyuieHHble 251
06pa3 mawmHbl Amazon (Amazon Machine Image,
AMI) 330
06pa3bl
BMPTYanbHas MalumHa Azure 319
BMpTyanbHas mawwuHa Google Cloud Platform 317
o6beauHenue Packer u Vagrant 315
co3panue ¢ nomouupto Packer 312
06pa3bl KoHTeitHepoB 312
1 06pasbl BUPTYaNbHbIX MalLMH 274
otnpaska B peectp 280
co3panune 275
OMUCbIBafTE Xenaemoe coctosHue 461
OpraHu3yiTe KOHTeHT 459
0TAEeNAnTe peectpbl oT NpoekTos 459
OTAENANTe ponu u Konnekummn 459
otnaaka cueHapues 170
debug 3amava 205
debug momyns 177
MHDOPMaTMBHbIE CO0bLLEeHMs 06 owmnbkax 170
ownbku SSH-nogkntoueHns 171
npoBepKa CLieHapus nepep, 3anyckom 182
TUNMYHble npobnembl ¢ SSH 175
NOAK/HOYEHNE C Y4ETHBIMM JAHHBIMU APYroro
nonb3oarens 176
odopmnaitte ko 460
OLeHuBaliTe 3QGEKTMBHOCTL 462

n

nakeTHas 0bpabotka xoctos 244
napannenmsm 405
nepeaspecauus areHTa

BK/IHOYEHME Ha MawwuHe Vagrant 48
nepeappecauus noptos (Vagrant) 47
nepeMeHHble

B OMepaumsix BHYTpH CLeHapueB 69

BCTPOEHHble 123

B WwabnoHe koHurypaumum NGINX 76

BbIBOZ M M3MeHeHue 179

JOCTYN K KNtoyam cnoBapsi B 118

onpeLenexue B OTAebHbIX (aitnax 112

CKpbITble nepemMeHHble 137

CTpyKTYypa Katanoros 113

YCTAHOBKA W3 KOMaHAHOM CTpoku 126
nepeMeHHble OKPY)XeHUs

Hactpoiku ans Windows 270
nepemeHHble, NOAAEPKMUBAEMbIE OTNAA4MKOM 178
nepeMeHHble XOCTOB M rpynn

BHYTPEHHSS CTOPOHa peecTpa 96
nnaruH Ansible ang Jenkins 435
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